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ABSTRACT: There is a possibility that the sick building syndrome has already spread widely among the newly 
constructed apartments in major cities of Indonesia. This study investigates the current conditions of indoor air 
quality, focusing especially on formaldehyde and TVOC, and their effects on health among occupants in the urban 
houses located in the city of Surabaya. A total of 471 respondents were interviewed and 82 rooms were measured 
from September 2017 to January 2018. The results indicated that around 50% of the respondents in the 
apartments showed some degrees of chemical sensitivity risk. More than 60% of the measured formaldehyde 
levels in the apartments exceeded the WHO standard, 0.08 ppm. The respondents living in rooms with higher mean 
formaldehyde values tended to have higher multiple chemical sensitivity risk scores.  
KEYWORDS: Indoor air quality, Sick building syndrome, QEESI, Formaldehyde, Developing countries 

 
 

1. INTRODUCTION 
Indoor air quality (IAQ) and its effects on health of 
occupants have been studied in many parts of the 
world over the last several decades [1]. In developing 
countries, however, most of the IAQ studies focused 
on the issues of exposure to biomass combustion, and 
thus there are relatively few studies investigating IAQ 
in urban houses [2]. Nevertheless, in response to rapid 
population growth and urbanization, the construction 
of urban houses using modern building materials is 
thriving in developing countries – but without 
sufficient standards or regulations for the building 
materials as well as minimum ventilation rates. This 
study investigates the current conditions of IAQ, 
focusing especially on formaldehyde and TVOCs, and 
their effects on health among occupants in urban 
houses of Indonesia. This paper presents the results of 
a case study conducted in the city of Surabaya in 2017-
2018. 
 
2. METHODOLOGY 
Field investigations consisting of face-to-face 
interviews and measurements were conducted in five 
high-rise apartments, including low-medium cost 
apartments and condominiums, and five unplanned 
residential neighbourhoods, the so-called Kampongs 
from September 2017 to January 2018 (Table 1). This 
period includes part of dry season (Sep to Oct) and wet 
season (Nov to Jan). A total of 471 respondents were 
interviewed and 82 rooms were measured. The 
Kampongs comprise dense unplanned landed houses 
(approximately 11-53 years old) without proper urban 

infrastructure, whereas the apartments are high-rise 
buildings of about 20-storey or more (Fig. 1). These 
apartments were newly constructed since 2010 (see 
Table 4). 
The interviews were conducted using a questionnaire 
form comprising the Quick Environmental Exposure 

and Sensitivity Inventory (QEESI©) developed by Miller 
& Prihoda [3] and several additional questions, 
amongst others: cleaning habits, window-opening 
behaviour and socio-economic factors. Formaldehyde 
(FMM-MD, Shinyei) and TVOCs (ToxiRAE Pro, RAE 
Systems) were measured on top of air temperature 
and RH for approximately three days in master 
bedroom and living room of respective houses. The 
interval time of measurement was 1 min for TVOC and 
30 min for the other parameters. In addition, lung 
capacity of occupants was measured by the 
spirometer test. 

 
 Kampongs Apartment Total 

Questionnaire 298 (63%) 173 (37%) 471 
IAQ measurement 42 40 82 
Spirometer test 46 21 67 

 

Table 1: Number of samples 

Figure 1: Views of (a) Kampongs and (b) apartment 

(a) (b) 
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Multiple chemical sensitivity (MCS), which was 
recommended to replace idiopathic environmental 
intolerance (IEI) in the World Health 
Organization/International Programme on Chemical 
Safety (WHO/IPCS) workshop, is defined as an 
acquired disorder with multiple recurrent symptoms, 
as being associated with diverse environmental factors 
tolerated by the majority of people, and as not being 
explainable by any known medical or psychiatric 
disorder [4]. Miller & Prihoda [3] developed the QEESI 
to differentiate between chemically sensitive people 
and normal people. 
The QEESI consists of the following five scales [3]: 
chemical intolerance (to what extent certain odor or 
exposures make one sick); other intolerances (to what 
extent a variety of other exposures make one sick); the 
severity of symptoms (to what extent one experiences 
certain symptoms); the masking index (whether there 
is ongoing exposure from routinely used products); 
and life impact (to what extent the sensitivity affects 
certain aspects of life). Each scale is composed of ten 
questions, and each question is scored from 0-10, 
except for the masking index, which is scored as ‘yes: 
1’ or ‘no: 0’. Miller & Prihoda [3] suggested ranges for 
the scales and interpretation guidelines. The criteria 
for the risk criteria (degree to which MCS is suggested) 
are shown in Table 2. 
 
3. RESULTS AND DISCUSSION 
3.1 Multiple chemical sensitivity (MCS) risk 
The final calculated results of MCS were analysed by 
respective housing types (Fig. 2). As shown, only 21.9% 
of respondents show some degrees of intolerances in 
Kampongs, but the percentage of problematic 
respondents is significantly higher in the apartments, 
which is 48.8% (p<0.01). The percentage of 
problematic and very suggestive respondents in the 
apartments are more than twice than Kampongs. 
Fig. 3 shows the detailed results from QEESI. As 
illustrated in Fig. 3a, the respondents show high 
degrees of intolerance particularly to tobacco, 
diesel/gas, insecticide and paint. Overall, the 
magnitudes of intolerance in the apartments are 
significantly higher than those in Kampongs in most 
kinds of chemicals (p<0.01). Nevertheless, if only 
problematic respondents of which MCS risks range 
from ‘problematic’ to ‘very suggestive’ are analysed 

 
Degree to which MCS is 
suggested 

Symptom 
Severity 

Score 

Chemical 
Intolerance 

Score 

Masking 
Score 

Very suggestive ≥ 40 ≥ 40 ≥ 4 
Very suggestive ≥ 40 ≥ 40 < 4 
Somewhat suggestive ≥ 40 < 40 ≥ 4 
Not suggestive ≥ 40 < 40 < 4 
Problematic < 40 ≥ 40 ≥ 4 
Problematic < 40 ≥ 40 < 4 
Not suggestive < 40 < 40 ≥ 4 
Not suggestive < 40 < 40 < 4 

 

Table 2: MCS risk criteria [3]  
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Figure 2: Results of MCS risk 
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Figure 3: Results of QEESI. The left figure shows those of all 
samples and the right indicates those of only problematic 
respondents (MCS risk: ‘Problematic’ to ‘Very suggestive’). The 
error bar indicates a standard deviation, and, hereafter, ** 
shows 1% significant level, whereas * indicates at 5% level. 
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(i.e. the right figures of Fig. 3), the magnitudes of 
intolerance in the apartments are not higher than 
those of Kampongs (Fig. 3a). Rather, the intolerance to 
new furnishings is higher in Kampongs than that in the 
apartments. Meanwhile, the degrees of intolerance to 
other chemicals are not as high as previous items, and 
some of them, including alcoholic beverages, allergic 
reactions and chlorinated water, present significant 
differences between Kampongs and apartment (Fig. 
3b). 
On average, symptoms scores (Kampongs/ 
apartments) are high in terms of stomach and 
intestines (2.8/3.8), emotion (1.8/3.4), muscles 
(3.7/3.4), head-related (2.6/3.3), cognition (2.2/3.1), 
skin-related (1.7/2.9) and airway or mucous 
membrane (1.9/2.9). Significant differences between 
the two groups can be seen in most of the items, 
except for muscles. The average symptoms score for 
the muscles in Kampongs is significantly higher than 
that of apartments even among the problematic 
respondents (p<0.01). 
As described before, the masking index accesses 
whether there is ongoing exposure from routinely 
used products [3]. Among the problematic 
respondents, the average index score for scented 
products in the apartments is higher than that of 
Kampongs, whereas those for cooking gas and passive 
smoking in Kampongs are higher than the apartments 
(Fig. 3d). 
The above results imply that although most of the 
factors affecting MCS risk are similar among 
problematic respondents of both Kampongs and 
apartments, a few different factors also can be seen in 
the two groups, such as intolerance to new furnishings, 
symptoms on muscles, masking factors of scented 
products, cooking gas and passive smoking. 
 
3.2 Factors affecting MCS risk 
We conducted correlation analyses to identify the 
factors affecting MCS risk scores in Kampongs and 
apartments respectively using the Spearman’s test or 
Chi-square test depending on types of variable. Table 
3 summarises the surveyed personal attribute 
variables and their relations to the MCS risk scores 
respectively. First, it is found that the female 
respondents tend to obtain higher MCS risk scores in 
the apartments (p<0.05). In contrast, the increases in 
age and household income tend to increase the MCS 
risk in Kampongs (p<0.05, p<0.01). Second, the 
occupation of respondents has significant relationship 
with MCS in Kampongs: in particular, government 
officers and retired respondents tend to have higher 
MCS risk scores. The increase in stress level increases 
MCS risk scores in both groups. Meanwhile, those who 
have a medical history of asthma, eczema and other 
kinds of allergy tend to have higher MCS risk scores in 
Kampongs. 

 Table 3: Personal attributes and their relations to MCS risk 

Table 4: Building attributes and their relations to MCS risk 

Variables Kam-
pongs 

p Apart-
ment 

p Total p 

Age of building 
[years] 

31.7 .146 4.5 .750 25.2 .880 

Duration of living 
[years] 

25.3 .405 1.9 .474 15.2 .000 

No. of windows in 

bedroom [%] 

  0 
  1 
  >1 

 
12.5 
67.7 
19.8 

.004 
 

 
7.0 

73.4 
19.6 

.924 
 

 
10.1 
70.1 
19.7 

.049 
 

No. of windows in 

living room [%] 

0 
  1 
  >1 

 
 

3.0 
75.9 
21.2 

.000  
 

5.3 
47.4 
47.4 

.280  
 

3.8 
65.6 
30.6 

.000 

Duration of opening 

windows [hrs/day] 

  Bedroom 
  Living room 

 
 

13.6 
12.8 

 
 

.416 

.773 

 
 

6.5 
7.3 

 
 

.141 

.853 

 
 

9.9 
10.5 

 
 

.000 

.008 
HVAC ownership 
[%] 
  Air-conditioner 
  Fan 
  Exhaust fan 

 
 

20.9 
99.3 
10.6 

 
 

.007 

.509 

.888 

 
 

99.2 
29.5 
51.6 

 
 

.608 

.526 

.133 

 
 

57.6 
66.9 
29.9 

 
 

.000 

.001 

.085 
Modification [%] 71.1 .017 25.2 .987 50.2 .394 
Water leakage[%] 69.8 .387 27.6 .143 50.4 .065 
Furniture [mean 
units] 
  Living room 
  Bedroom 

 
 

3.8 
3.1 

.003 
 
 
 

 
 

5.1 
3.3 

.322 
 
 
 

 
 

4.4 
3.2 

.087 
 
 
 

Cleaning rooms [%] 

  1/month or less 

  Every 2-3 weeks 

  Every week 

  Every 2-5 days 

Everyday 

 
 

0.0 
0.0 
2.6 
7.8 

89.6 

.006 
 
 
 

 
 

5.4 
6.2 

32.3 
27.7 
28.5 

.626 
 
 

 
 

2.5 
2.8 

16.3 
17.0 
61.4 

.016 
 
 

Cleaning 

bathrooms [%] 

  1/month or less 

  Every 2-3 weeks 

  Every week 

  Every 2-5 days 

Everyday 

 
 

2.4 
9.8 

36.9 
28.6 
22.3 

.689 
 
 

 
 

17.4 
13.8 
43.7 
18.6 

6.6 

.061 
 
 

 
 

9.3 
11.6 
40.1 
23.9 
15.0 

.011 
 
 

 

Variables Kam-
pongs 

p Apart-
ment 

p Total p 

Gender [%] 
  Male 
  Female 

 
35.5 
64.5 

.474  
42.1 
57.9 

.032 
 

 
37.9 
62.1 

.146 

Age [%] 
  <20 
  20-29 
  30-39 
  40-49 
  >50 

 
14.3 
13.0 
17.7 
27.0 
28.0 

.068  
16.0 
68.0 

5.9 
4.7 
5.3 

.809  
14.9 
33.1 
13.4 
18.8 
19.7 

.115 

Income [%] 
  <150US$ 
  150-450 
  450-750 
  >750 

 
24.8 
56.4 

9.4 
9.4 

.000  
10.5 
49.2 
14.5 
25.8 

.496  
18.3 
53.1 
12.1 
16.5 

.000 

Occupation [%] 
Government 

  Private 
  Entrepreneur 
  Student 
  Housewife 
  Retired 
  Others 

 
4.0 

21.9 
21.5 
19.2 
24.6 

6.7 
2.0 

.001  
7.0 

14.5 
6.4 

66.3 
3.5 
0.6 
1.7 

.778  
5.1 

19.2 
16.0 
36.5 
16.8 

4.5 
1.9 

.001 

Stress [0-10] 2.1 .000 4.3 .004 2.9 .000 
Asthma [%] 12.8 .041 17.4 .740 14.5 .080 
Eczema [%] 25.3 .000 36.0 .055 29.3 .000 
Allergy [%] 31.6 .031 36.5 .117 33.4 .007 
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Table 4 presents the surveyed building attribute 
variables and their relations to the MCS risk scores. As 
shown, overall, the duration of living in the present 
houses has a significant relationship with MCS risk 
(p<0.01), but the relationships are seen neither in each 
of the groups. Meanwhile, the increases in number of 
windows in both master bedroom and living room 
increase the MCS risk in Kampongs (p<0.01). 
Nevertheless, the duration of opening windows 
obtains a significant relationship with MCS risk only for 
all samples (p<0.01). Furthermore, in Kampongs, the 
ownership level of air-conditioning (p<0.01), the 
history of modification (p<0.05), the number of 
furniture in the living room (p<0.05) and the frequency 
of cleaning rooms (p<0.05) have significant 
relationships with MCS risk. 
Table 5 indicates the surveyed indoor air quality 
sensations and their relations to the MCS risk scores. 
As shown, those who feel some smell and mold growth 
in their houses of Kampongs tend to obtain higher MCS 
risk scores (p<0.05).  
 
3.3 Indoor air quality (IAQ) measurement 
Outdoor weather conditions differed between dry and 
wet seasons. As shown in Fig. 4, during the dry season, 
the outdoor air temperature ranges from 25.1-36.3°C 
with an average temperature of 29.9°C, whereas the 
RH ranges from 34-86% with an average of 64%. 
Meanwhile, the average outdoor temperature 
dropped to 28.1°C while the average RH increased up 
to 77% during the wet season. 
In the dry season, the measured indoor air 
temperatures range from approximately 29-32°C in 
Kampongs, while those in apartments ranges from 27-
31°C. As shown, air-conditioning was used in most of 
the rooms in the apartments unlike in Kampongs. The 
indoor RH does not exceed 70% even in Kampongs 
during most of the period in the dry season partially 
due to the increased indoor air temperatures. In 

contrast, indoor RH maintained very high values, up to 
87% in Kampongs during the wet season, while the 
indoor air temperatures were decreased to 
approximately 27-29°C. 
The mean and maximum formaldehyde and TVOCs 
during the measurement periods were illustrated 
respectively in Fig. 5. These values were calculated 
based on the measured 30 min temporal average 
values, and therefore even the maximum values over 
the measurement period can be comparable with 
major international/domestic standards on IAQ. 
Overall, the average values of both formaldehyde and 
TVOCs are higher in the apartments than those in 
Kampongs except for the average maximum values of 
TVOCs, although a significant difference is found only 
for the mean values of formaldehyde (p<0.01). For 
example, the maximum values of formaldehyde range 
up to approximately 0.172 ppm with an average of 
0.081 ppm in Kampongs, while those in the 
apartments range from approximately 0.048-0.183 
ppm with an average of 0.115 ppm, which is higher 
than the WHO standard, 0.08 ppm. Meanwhile, the 
maximum values of TVOCs range up to approximately 
5.21 mg/m3 with an average of 2.59 mg/m3 in 
Kampongs, while those in apartments range up to 
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 Table 5: Indoor air quality and their relations to MCS risk 
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Figure 4: Statistical summary of outdoor and indoor air temperature and RH. ‘AC’ indicates rooms equipped with air-conditioning and 
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Kampongs Apartments Kampongs Apartments 

(a) Dry season (Sep-Oct) (b) Wet season (Nov-Jan) 

Variables Kam-
pongs 

p Apart-
ment 

p Total p 

Smell/Odor [%] 51.0 .024 60.5 .160 55.4 .064 
IAQ [%] 
  (Rather) Clean 

  Neutral 

  (Rather) Dirty 

 
42.1 
46.7 
11.2 

.893 
 
 

 
42.3 
43.8 
13.8 

.056 
 
 

 
42.2 
45.4 
12.4 

.324 
 
 

OAQ [%] 
  (Rather) Clean 

  Neutral 

  (Rather) Dirty 

 
38.8 
43.4 
17.8 

.089 
 
 

 
33.8 
54.6 
11.5 

.148 
 
 

 
36.5 
48.6 
14.9 

.027 
 
 

Humidity [%] 
(Rather) Dry 

  Neutral 

  (Rather) Humid 

 
31.3 
42.7 
26.0 

.051 
 
 

 
30.7 
48.0 
21.3 

.128 
 
 

 
31.0 
45.1 
23.8 

.307 
 
 

Mold [%] 42.4 .005 37.0 .660 39.9 .296 
Mite [%] 6.0 .921 18.1 .107 11.5 .007 

 

n=28 n=19 n=14 n=21 
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approximately 7.40 mg/m3 with an average of 2.90 
mg/m3. 
Figs. 6-7 present cumulative frequencies of 
formaldehyde and TVOCs respectively. As shown in Fig. 
6, overall, the formaldehyde concentrations are higher 
in the apartments than those of Kampongs especially 
in terms of mean values. It should be noted that 
extremely high maximum values of formaldehyde 
were, however, obtained in both groups (Fig. 6b). This 
means that the background formaldehyde 
concentrations are apparently higher in the 
apartments than Kampongs as expected, but there are 
some exceptional cases even in Kampongs in which the 
formaldehyde levels are intermittently very high. 
Nevertheless, the result indicates that a large 
proportion of occupants in the apartments are 
routinely exposed to a high concentration of 
formaldehyde. As shown in Fig. 6b, more than 60% of 
the measured formaldehyde levels in the apartments 
exceed the WHO standard, whereas about 20% exceed 
the standard in Kampongs. 
As shown in Fig. 7, the measured TVOC levels are not 
so different between Kampongs and apartments. 
Overall, the measured TVOC levels are divided into 
two opposites. Although approximately 60% of the 
rooms obtain relatively low TVOC levels with mean 
values of less than 400 μg/m3, the rest of the rooms 
obtain high values, up to 8,000 μg/m3 on average. Both 
Kampongs and apartments contain several extreme 
cases in which the maximum values range from 8,000 
up to 21,800 μg/m3. 
 
3.4 Influence of IAQ levels on MCS risk 
We analysed the differences of mean values of 
formaldehyde and TVOCs respectively between the 
two different MCS risk groups: ‘not suggestive’ and 
‘problematic’ to ‘very suggestive’ (Figs. 8-9). As shown 
in Fig. 8, significant differences are found in terms of 
formaldehyde in both Kampongs and apartments for 
mean and maximum values respectively. As expected, 
the respondents living in rooms with higher 
formaldehyde values tend to have higher MCS risk 
scores. Nevertheless, the opposite tendency can be 
seen for the maximum formaldehyde values in 
Kampongs. This is probably because there were some 

exceptional cases in Kampongs in which the 
formaldehyde levels were intermittently very high as 
discussed before. In other words, this result implies 
that the long-term routinely exposure to 
formaldehyde would be more influential to the 
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(a) Mean (b) Maximum 

N
o

t
s
u
g
g
e
s
ti
v
e

S
u
g

g
e
s
ti
v
e
/

P
ro

b
le

m
a
ti
c

0

1000

2000

3000

4000

5000

N
o
t

s
u
g
g
e
s
ti
v
e

S
u
g

g
e
s
ti
v
e
/

P
ro

b
le

m
a
ti
c

0

1000

2000

3000

4000

5000

N
o
t

s
u
g
g
e
s
ti
v
e

S
u
g

g
e
s
ti
v
e
/

P
ro

b
le

m
a
ti
c

T
V

O
C

 (
μ
 
/m

3
)

MCS riskMCS risk

n=22 n=13n=11 n=8n=22 n=13n=11 n=8

0

2000

4000

6000

8000

10000

12000

14000

N
o
t

s
u
g
g
e
s
ti
v
e

S
u
g

g
e
s
ti
v
e
/

P
ro

b
le

m
a
ti
c

T
V

O
C

 (
μ

g
/m

3
)

Kampongs Apartment Kampongs Apartment

(a) Mean (b) Maximum 

Figure 9: TVOC levels by different MCS risk groups. 

Figure 6: Cumulative frequency of the measured formaldehyde. 
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Figure 7: Cumulative frequency of the measured TVOCs. 

 

Figure 5: Statistical summary of IAQ measurement results. 
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occupants’ chemical intolerance than by the 
intermittent but high exposures. 
In contrast, significant differences cannot be seen in 
the TVOC results (Fig. 9). However, basically, the 
higher TVOC level is the higher the MCS scores would 
be, except for the maximum values in Kampongs. 
 
3.5 Results of spirometer test 

The FEV1% values were calculated based on the 
measured force expiration volume over a second 
(FEV1) compared with Indonesian standard values 
proposed in [5]. The above standard values are 
determined depending on the respondent’s age and 
gender [5]. The FEV1%, which assesses the 
respondent’s FEV1 levels compared with the required 
standard values in percentage, is an important 
measure of pulmonary function. As shown in Fig. 10, 
more than 55% of the respondents in Kampongs are 
considered less than normal respiratory conditions, 
while more than 85% in the apartments are considered 
the same. A significant difference was not found in 
mean values between the two groups (p=0.108), but 
overall, the respondents in the apartments show 
further worse conditions than Kampongs. Further 
analysis is needed to identify the factors causing these 
worse respiratory conditions in both groups. 
 
4. CONCLUSIONS 
This research is probably the first attempt to assess the 
IAQ conditions and their effects on health in urban 
houses of Indonesia. The key findings from the case 
study of Surabaya are as follows: 
(1) There was a significant difference in mean values of 
MCS rick between Kampongs and the newly 
constructed apartments. Around 50% of the 
respondents in the apartments showed some degrees 
of chemical sensitivity risk, indicating possible spread 
of sick building syndrome. 
(2) On the other hand, significant differences were not 
found in the results of TVOC measurement as well as 
spirometer tests between Kampongs and apartments. 
This implies that there are other IAQ problems even in 
Kampongs, which cannot be measured by the degree 
of chemical intolerance. 
(3) Although most of the factors affecting MCS risk 
were similar among the problematic respondents of 
both two groups, there were a few different factors on 
the other hand. The chemical intolerance to new 
furnishings, symptoms on muscles, masking factors of 
cooking gas and passive smoking were higher in 
Kampongs, whereas the masking factor of scented 
products was higher in the apartments instead. 
(4) Various kinds of personal and building attributes 
were found to affect MCS risk scores, but the 
influential factors were quite different between 
Kampongs and apartments, except for the degree of 
stress. For example, in Kampongs, the increases in age 
and household income increased MCS risk scores. 

Moreover, those who have a history of allergic 
diseases tended to record higher MCS risk. In contrast, 
in the apartments, the female respondents tended to 
obtain higher MCS risk. In Kampongs, more factors are 
associated with personal and building attributes than 
the apartments. 
(5) The average maximum values of formaldehyde 
were 0.081 ppm in Kampongs and 0.115 ppm in the 
apartments, which are higher than the WHO standard, 
0.08 ppm. It was found that the background 
formaldehyde levels were apparently higher in the 
apartments than Kampongs, but there were some 
exceptional cases even in Kampongs in which the 
formaldehyde levels were intermittently very high. On 
the other hand, the measured TVOC levels were not so 
different between the two groups, ranging very widely 
up to 22 mg/m3 in maximum value. 
(6) The respondents living in rooms with higher mean 
formaldehyde values tended to have higher MCS risk 
scores. It was suggested that the long-term routinely 
exposure to formaldehyde would be more influential 
to the occupants’ chemical intolerance, which was 
particularly seen in the apartments, than by the 
intermittent but high exposures. 
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SCIENCE AND TECHNOLOGY 
 

 
Science and Technology has a central role in innovation for better urban living. This track explores the latest scientific and 
technological research that improves our understanding of the environment and brings changes to future urban 
development, for example: 

 low energy building performance and simulation technology 

 renewable energies and energy technology 

 material technology and zero waste construction 

 the sciences of urban heat island, urban design and adaptation to climate change 
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Calibrated Urban Systems Design 
A Simulation-based Design Workflow using Measured Data Clustering to 

Calibrate Urban Building Energy Models (UBEMs) 
Tarek Rakha and Rawad El Kontar  

 
School of Architecture, Syracuse University, Syracuse, NY, United States  

 
ABSTRACT: This paper presents a workflow that informs urban design decisions using measured data clustering to 
calibrate Urban Building Energy Models (UBEMs). The method’s goal is to support urban design in terms of form, 
building systems configurations, as well as influencing user behaviour aspects in the built environment through a 
systemic analysis of measured data to develop reliable future-case design scenario energy models. Detailed data on 
appliance-level electricity use were employed via data clustering to calibrate a UBEM for the Mueller community in 
Austin, TX, USA. The data were collected by the Pecan Street Institute for a year in 2014 from consumers in Austin and 
other cities.  Firstly, collected energy data was restructured and cleaned from corrupt and missing information. Secondly, 
in order to identify common energy use patterns, a model-based clustering algorithm for functional data was applied. 
Behavioural/usage profiles were determined through clustering and translated into usage schedules and behaviours. 
As a result, a UBEM built in the urban modelling interface (umi) was calibrated, with fully calibrated and semi calibrated 
buildings, within a maximum error margin of 14%. Finally, an illustration of calibrated-UBEM design case scenarios is 
presented, and implications on community energy potential effects are discussed. 
KEYWORDS: Measured Data, Urban Building Energy Modelling (UBEM), Simulation, Data Clustering, Occupancy 

 
 

1. INTRODUCTION 
People currently live in cities more than ever before in 
human history; 55% of the world’s population lives in 
urban areas and expected to increase to 68% by 2050 [1]. 
Cities are built and continue to grow at an 
unprecedented rate, along with a myriad of negative 
effects linked to urban living that include building energy 
inefficiency, consequent increase in carbon emissions 
and its effect on climate change exacerbation [2]. 
Buildings account for 40% of carbon production in the 
U.S. [3], and the role urban design plays in mitigating 
built environment impacts is critical. There is an urgent 
need to improve energy efficiency and integrate 
renewable electricity sources, while enhancing the lives 
of individuals and communities that consume, and in 
some cases, produce energy. To improve the energy 
performance of buildings, multiple validated, open-
source simulation engines have been developed over the 
past decades [4]. Conversely, urban environmental 
analysis praxis lack several key capabilities it needs to 
comprehensively evaluate the environmental 
performance of districts and communities.  This stems 
from a deficiency of validated computational tools to 
measure critical performance aspects at the urban scale. 
As a result, Urban Building Energy Models (UBEMs) 
emerged as a nascent field that simulates various built 
environment performance measures, and predicts 
various future trajectories of neighbourhoods, societies 
and cities. [5,6]. 
UBEMs in practice simulate multiple performance 
metrics, including operational energy, to inform design 
decisions and energy policies. In order to accurately 

represent the effects of actual user behaviour and urban 
context on building energy demand, UBEMs should be 
calibrated based on measured energy data. Various 
approaches were previously implemented to calibrate 
energy models at the building scale, including meta-
modelling, optimization and Bayesian calibration [7,8]; 
where Bayesian calibration was further represented as 
the method best-equipped to address uncertainty 
scenarios in UBEMs [9].  When measured data is provided 
from energy utility companies and/or installed sensors, 
individual building energy model automation workflows 
are needed to make UBEMs an effective tool for real 
applications [10]. However, excessive computational 
effort, required high level expertise and significant 
labour time associated with such calibration methods 
renders this task less-than-practical for better informed 
urban design activities in practice.  
In an attempt to accelerate UBEMs calibration processes, 
data clustering techniques may be used as a pre-
processing step for energy model inputs. This can include 
identifying archetypes [11], summarizing key clusters for 
subsequent simulation analysis [12,13], assessing 
clusters for particular behaviours and opportunities 
[14,15] or identifying key patterns from high-frequency 
data [16-20]. In addition, multivariate analysis can be 
applied to measure operating performance in building 
systems and types [19,20]. Clustering methods include 
heuristic algorithms such as K-means, K-modes, 
hierarchical, fuzzy or model-based robust approaches 
such as cluster-wise regression and mixture models. 
Based on multiple approaches reviewed in the literature, 
there are inherent trade-offs when comparing clustering 
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methods. Therefore, defining a clear analytical purpose 
aids in choosing an appropriate clustering method [21].  
This research aims to address a gap in the literature on 
calibrating UBEMs, where the goal is to develop a novel 
simulation-based design analytics framework that 
focuses on calibration as a tool for urban systems design 
in terms of form, building systems configurations, as well 
as influencing user behaviour aspects in the built 
environment. This is achieved through systemic analysis 
of measured data to develop reliable future-case design 
scenario energy models.  In this paper, the authors 
developed a calibrated UBEM workflow as a method to 
inform neighbourhood-scale urban design decisions. 
Detailed data on appliance-level electricity use is 
employed via data clustering to calibrate a UBEM for the 
Mueller community in Austin, TX, USA. Firstly, collected 
energy data is pre-processed to extract build a database. 
Secondly, in order to identify common energy use 
patterns, a model-based clustering algorithm for 
functional data is used, which was previously proposed 
in [22]. The method is applied to cluster 45 building’s 
data for heating, cooling, lighting and equipment 
measured for a year (8760 hours). Thirdly, a UBEM for 
the Mueller community is developed using umi [23] plug-
in for Rhino3D CAD software, with initial inputs from 
existing construction and assumptions for human 
behaviour. The UBEM is then calibrated for 
representative operational energy performance through 
a distance-based measure comparison with clustered 
energy data. Finally, the calibrated UBEM is discussed as 
a design tool by creating multiple scenarios and 
comparing future performance of the analysed 
neighbourhood. The investigation concludes by 
speculating the value of calibrated UBEMs to inform 
energy efficient urban design decisions in practice. 
 

 
Figure 1: Research method framework. 

2. METHODOLOGY 
 
Fig. 1 illustrates the methodology process. 
 
2.1 Data Pre-processing  
The data is restructured and cleaned from corrupt and 
missing information. Energy use measured data are 

collected from sensors and reorganised into hourly 
energy consumption from 1:00 till 24:00 for each 
household. The hourly data are grouped into the 
following categories: Lighting, equipment, heating, and 
cooling. This process reduces the dimension of the data 
and allows users to analyse each variable separately.  
 
2.2 Functional Clustering 
Knowing that data measures are collected from 𝑚 
different houses. The history of observed energy use 
data for the 𝑛 th house is represented as 𝑦𝑛 =

{𝑦𝑛(𝑡𝑛1), … , 𝑦𝑛(𝑡𝑛𝑆𝑛)}
T

 ; 𝑆𝑛  represents the number of 

observations for unit 𝑛  and  {𝑡𝑛ℎ, ℎ = 1,… , 𝑆𝑛} ⊂ ℛ 
represents the observation time points for unit 𝑛. The 
observation time points represent the time at which 
energy use is measured. For instance,  𝑡 ∈
{1: 00, . . ,24: 00}  may represent the daily energy 
consumption structured into hourly use for each 
household. According to these 𝑚 data signals functional 
clustering, which was proposed by Bouveyron et al [22], 
is applied to group energy use behaviours. This approach 
is based on recovering the functional nature of the data 
through a finite basis expansion, and then a functional 
Gaussian mixture model is utilized for clustering of the 
time series data in a discriminative functional subspace. 
The optimal number of clusters 𝐾 is selected using a 
Bayesian Information Criterion (BIC). This method is 
applied to cluster 45 building’s data for heating, cooling, 
lighting and equipment measured for a year (8760 hours). 
In this clustering analysis each function represents the 
behaviour of a building over the entire season. Hourly 
data of each building is first plotted as a continuous 
function. Then smoothing the data is applied using 
functional Principal Component Analysis (PCA). The data 
functions are then clustered and a mean behavioural 
profile with confidence intervals is plotted as a 
representation of each cluster. Clustering is then applied 
to lighting, cooling, heating and equipment energy use 
and behavioural profiles of each clustering applications 
are derived. These behavioural profiles are then analysed 
and translated into inputs to calibrate a UBEM 
behavioural inputs on a seasonal and daily basis. They are 
also used as a reference baseline to identify the 
performance of a future design iterations by comparing 
simulated results with the existing behavioural profiles. 
 
2.3 UBEM Development 
Each of the resultant profiles from the clustering analysis 
is translated into energy usage schedules and intensities. 
The translation of behavioural energy use profile is 
achieved using Equation (1).  
 

𝐹𝑐( 𝑡1, 𝑡2)   = ∫ 𝑦𝑣𝑐 (𝑡). 𝑑𝑡
𝑡2
𝑡1

𝑀𝑎𝑥 𝐿𝑜𝑎𝑑⁄                   (1) 

Let 𝐹𝑐( 𝑡1, 𝑡2)  be the fraction to be applied to a load 
between time instances 𝑡1 and 𝑡2 for a specific variable 
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cluster 𝑣𝑐 , where 𝑣 ∈ {𝑙, 𝑒, 𝑐, ℎ}  where 𝑙, 𝑒, 𝑐, ℎ  are 
lighting, equipment, cooling, and heating respectively. 
While manipulating schedule settings aim to more 
accurately represent energy use behaviours on an hourly 
basis; illuminance targets and heating/cooling setpoints 
also have a significant effect on defining the overall 
intensity of the consequent lighting, cooling, and heating 
energy use. The authors defined a range of setpoints 
based on the ASHRAE 90.1 standard, then parametrized 
inputs for energy efficiency. Using this range of setpoints 
each behavioural profile will be assigned a setpoint or 
illuminance target that correspond to its energy use 
intensity.  In UBEMs inputs can be in form of template 
libraries, therefore energy usage schedules and 
behaviours are formatted in a template library. Finally, 
each template is assigned to its corresponding building 
ID or cluster of buildings in the UBEM. In this process 
calibration of the model is achieved by utilizing the 
generated inputs which summarize the energy load 
patterns and behaviours of the neighbourhood more 
accurately.  
Developing an UBEM is achieved in three steps, 
characterization, generation and simulation. First, 
modelling characterization includes acquiring weather 
information, building and context geometry, as well as 
non-geometric building information.  Geometric building 
information, construction and material properties are 
acquired through construction audits or from maps and 
information from municipality departments. Each cluster 
of buildings in the model is assigned to its corresponding 
template that represent its specific energy use behaviour. 
The user can use the UBEM to simulate different design 
iterations of the built environment. These iterations can 
include geometric changes as urban layouts and different 
orientations or non-geometric studies such as testing 
different setpoint effects on the urban energy usage. 
 
3. RESULTS 
A residential community in Austin, TX, where measured 
energy use data is extracted form smart meters, is used 
as a case study to demonstrate the methodology. After 
pre-processing the dataset, behavioural/usage profiles 
were determined by applying functional clustering 
analysis to cluster each of the variables on a seasonal and 
daily basis. Figure 2 and 3 show the clustering process of 
cooling energy use throughout a day and a season; 
according to the BIC vs K graph the optimal number of 
clusters K was determined to be 3 and 4 respectively.  
Afterward results were derived from seasonal and daily 
clustering analysis of each variable. Figure 4 shows the 
seasonal clustering analysis of cooling energy use.   
 

Figure 2- Daily clustering analysis for cooling energy use 

 
Figure 3- Seasonal clustering analysis for cooling energy use 

 

 

 
Figure 4- Seasonal clustering analysis results for cooling, 
equipment, and lighting energy use. 
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A baseline UBEM for this case study was developed using 
the umi plugin for Rhino3D CAD software. The model 
used Austin-amp-Mabry Actual Meteorological Year 
(AMY) weather file, where full year historical data from 
2014 was used for the study.  Inputs for building 
geometric data, constructions and material were defined 
by extracting information from the existing constructions, 
with reasonable assumptions. 
Both baseline and calibrated simulation results were 
extracted and plotted against measured data (Fig. 5). 
Simulated profiles (denoted as 𝑦𝑠) in all variables were 
notably closer to the measured data (denoted as 𝑦𝑚) as 
compared to the baseline model results.  The simulated 
patterns in cooling, equipment and lighting energy use 
were notably closer to measured data (within a 14% 
margin of error) as compared to the default model 
results. These results were validated through the Root 
Mean Square Error (RMSE) which is a statistical measure 
to describe the similarity of two data sets. It 
characterizes the average variance of the elements of the 
simulated profile with respect to the measured profile. It 
is defined as: 
 

𝑟𝑒𝑙. 𝑅𝑀𝑆𝐸 =
1

24
√∑ (

(𝑦𝑠,𝑖− 𝑦𝑚,𝑖)

𝑦𝑚.𝑖
)2𝑛=24

𝑖=1                                       (2) 

 

According to the RMSE and by comparing the results of 
the default model and calibrated model with the 

measured data, the outcomes validated results on a daily 
basis and identified the improvement of the calibration 
method. Heating energy use was disregarded, since 
heating energy is negligible in this climate setting. 
 

 

 
Figure 5. Comparison between baseline, calibrated simulation and measured data, validated using RMSE. 
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Figure 6- Example validation of four buildings’ cooling use. 

In order to validate the clustering analysis results at a 
seasonal basis simulated results were plotted from the 
calibrated model against the clustered seasonal profiles 
(Fig. 6).   
 
4. DISCUSSION 
The primary advantage of the presented method is that 
it explicitly models the functional nature of the data and 
takes advantage of data temporal dynamics. 
Furthermore, the comparably lower computational 
complexity and efficient visualization of the clustered 
systems adds practicality in case of real urban design 
applications. To demonstrate this, four design scenarios 
were developed to showcase the effect design 
parameters has on calibrated UBEMs Energy Use 
Intensity (EUI) variations, showcased in Fig. 7.  
Higher Window-to-Wall Ratio (WWR) of 40% 
demonstrated an overall increase in EUI, which showed 
that savings from decreased lighting energy did not 
offset increase in cooling energy in the Austin TX climate. 
Following the same logic, 10% WWR showed significant 
decrease in EUI. The addition of shading had a varying 
and insignificant effect due to its ineffectiveness in 
certain orientations. Increasing the cooling setpoint had 
a significant decrease in energy use in all simulated 
buildings of the calibrated UBEM. 

 
Figure 8- Example cooling EUI design scenario variations. 

Fig. 8 showcases the effect design parameters have on 
one building example from the UBEM in terms of cooling 
EUI. Although these parameters effect cooling in various 

ways, other effects on lighting and equipment should be 
studied and further demonstrated. 
 
5. CONCLUSION 
The young field of UBEMs is growing and the need to rely 
on validated community-scale models is essential. 
Misrepresentation of urban energy flows can 
significantly hinder the use of simulation tools to support 
built environment research and practice, as simulation 
faults at the urban scale would have a critical and 
possible exponential negative effect. In this paper the 
authors demonstrated how the use of measured data can 
calibrate UBEMs that especially help in creating design 
cases that demonstrated the effectiveness of the 
proposed workflow. Its potential lies in the ability to aid 
designers in exploratory research without relying on 
excessive computational power, extraordinary level of 
expertise or substantial labour time.  The impact of the 
proposed framework is demonstrated through the use of 
functional data clustering that create behaviour-based 
inputs which calibrated buildings within the UBEMs 
within a 14% maximum margin of error. Future research 
should investigate the various operational energy use 
trends in beyond cooling and into lighting and equipment, 
as well as demonstrating calibration at the multiple 
building scale, rather than limited number of examples. 
Such calibrated UBEMs can inform members of the 
community on design and behaviour alterations that will 
decrease their environmental impact and increase their 
energy efficiency and consequent sustainability.  
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Abstract: In Taiwan, the average of convenient store's Energy Use Intensity (EUI) is high at a 1501 (kWh/m2/year) which 
is 3 times higher than department stores, 7times higher than central air conditioning office buildings and 38times higher 
than housing due to operational hours, internal loads and a poorly designed building envelope. Unexpectedly, 

communities use convenience stores as thermal comfort refuges during summer. This study utilised a dataset of 251 
convenience stores in Taiwan from the largest leading retailer to obtain data on the physical, construction elements, 
energy use and siting of convenience stores. Sample analysis results analysed the architectural features and main 
locations, urban setting of the convenience store for a base case design. The dynamic software IES-VE (2016) is used to 
simulate different envelope improvement techniques to understand cooling demand and indoor thermal performance 
in relation to an urban setting. The dataset energy loads were used to validate the simulation results. The simulation 
results show that the most efficient building envelope improvement type is an insulation roof with shading. It saves 17% 
of cooling load in arterial roads while saving up to 18% of cooling load in residential areas. 
Keywords: Convenience store, Energy consumption, Building envelopes. 

 
 

1. INTRODUCTION 
In Taiwan, the average of convenient store's Energy Use 
Intensity (EUI) is 1501 to 2346 (kWh/m2/ year) [1, 2 ] 
which is 3 times higher than department stores, 7 times 
higher than central air conditioning office buildings and 
38 times higher than housing. Taiwan is a country that 
possesses a significant density of convenience stores. 
There were 10,199 convenience stores serving 23 million 
people in Taiwan (Statistical information obtained at the 
end of 2016), which means there is one store for every 
2,304 person. This study aims to investigate the energy 
consumption of stand-alone convenience stores in 
Taiwan in two different urban settings. It seeks to 
investigate and propose energy reduction strategies for 
new development and refurbished convenience stores. 
Nowadays, retailers develop their stores with more 
space to provide more facilities to increase consumers’ 
footfall. According to the retailer’s annual report (2016) 
the convenience stores with a designated seating plan 
and coffee shop incur better sales.  
Currently, retailers tend to construct and refurbish 
existing shops to increase the visual connection between 
outside and the inside of shops and leading to an all 
glazed facade regardless of urban setting orientation (Fig. 
1). However, this change of building envelope influences 
the indoor atmosphere and energy consumption. 
Researchers note that the indoor atmosphere can 
change occupants’ behaviours and energy performance. 
[3,4 ]. Heat loads on building envelopes due to the 
intensity of solar radiation and less temperature 
fluctuations and a high level of humidity in the Taiwanese 
hot humid climate contributes as one of the major 

factors that have a direct impact on indoor thermal 
comfort.  
 

 
Figure 1: Convenience store façade. 
 

2. CONENIENCE STORE IN TAIWAN 
As convenience stores continued to penetrate the 
Taiwanese market and competition increased, the 
existing stores designed ways to ensure their survival. 
The stores offered a wide range of convenient products 
that met customers’ specific needs. To manage the high 
competition, Taiwanese convenience stores developed 
strategies that led to the introduction of hybrid 
convenience stores that provides other facilities such as 
neighbourhood meeting places, toilets and seating areas 
[5]. While these stores offered fast foods, they 
appreciated the need for dining furniture and facilities 
that enabled customers to enjoy the services and 
products and an extended stay indoors. 
2.1 Convenience store buildings in Taiwan 
A new convenience store design introduced to Taiwan’s 
customer in 2012. The new convenience stores with a 
designated seating plan and coffee shop incur better 
sales. The stand-alone convenience store has more space 
than others and has developed into the fundamental 
convenience store architectural type in Taiwan. It is an 
ongoing challenge to improve a building’s energy 
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efficiency without compromising its indoor 
environmental quality. Nowadays, a convenience store is 
not only a place for shopping but also a community place 
for the neighbourhood.  
The light steel buildings are palpable in Taiwan and are 
deemed desirable due to the inexpensive construction; 
the building fabric is constructed of  reusable and 
recyclable fast to build materials. However, the light steel 
buildings lack insulation, which causes the indoor 

temperature to reach 40℃ in the summertime [5]. To 
counter such temperatures, air conditioning systems are 
used to improve the indoor thermal environment, which 
leads to a heightened consumption of energy. 
 
2.2 The influence of store design on user 
Shopping is not just about retrieving items from shelves 
according to one’s needs; it is an experience that one 
desires to enjoy. The retail store atmosphere can 
influence emotional responses, such as pleasure, arousal 
and dominance [6]. The importance of the time spent in 
the shop relates to a comfortable or an enjoyable 
experience. The significant element of retail 
environment is the ambient condition, such as lighting, 
temperature and noise [7]. However, thermal comfort is 
the condition of mind that expresses satisfaction with the 
thermal environment; therefore, it is strongly related to 
psychology [8]. 
 
3. METHODS 
The largest leading retailer provided a dataset of 1,416 
stores. The following sources were included: region, 
address, operation type, electricity number, district type, 
dimension of the store (total dimension, business area 
and storehouse), annual power expense, monthly 
customer flow, equipment type and equipment 
quantities. The obtained information was organised into 
a spreadsheet database and the chief facilities engineer 
was consulted. After examining the retailer’s database, 
there were 251 stand-alone convenience stores with 
complete data. A previous study was used Google Maps 
to determinate convenience store building types in 
Taiwan [1]. This study used Google Maps street view to 
understand convenience store’s architectural feature 
such as window’s orientation, structure, urban street 
settings, determining the road classification, adjacent 
and surrounding building's height. Sample analysis 
results provide the architectural features and main 
locations, urban setting of convenience store for base 
case design. The dataset analysis shows over 82% of 
stand-alone convenience stores were located in the 
arterial road and residential area and 98% of 251  stand-
alone convenience stores  were steel roof and steel 
construction with single glazing buildings. The dynamic 
software (IES-VE) is used to simulate different envelope 
improvement techniques to understand the cooling 

demand and indoor thermal performance in relation to 
urban setting. 
 

4. STAND-ALONE CONVENIENCE STORE ENERGY 
CONSUMPTION 
Convenience stores in Taiwan tend to use the large floor 
to ceiling single glazing as buildings’ façade to visually 
attract people and to display products. However, the 
large single glazing areas can increase heat gain during 
the summertime. Table 1 shows the results of statistical 
tests of two sided and three sided window convenience 
store. Generally, the two sided window stores have 
marginally larger store sizes, which lead to lower EUI. 
Table 1 indicates that the three side window convenience 
stores can attract more customers than two side window 
stores but it also increases annual store electricity 
consumption. However, the three side window stores 
tend to have more customers and higher EUI and energy 
consumption than two side window stores.  
 
Table 1: Comparison of two sided and three sided windows 
stores information. 

Number 
Of 

windows 

Store 
size 
(m2) 

Annual power 
consumption 

(kWh) 
Customer EUI 

(kWh/m2/year) 

Two-sided 138.1 175,211 319,290 1,344.0 

Three-
sided 128.6 176,164 339,494 1,432.0 

 
The database indicates variations of architectural 
shading overhangs of the convenience stores. Stores 
varied in the provision of overhangs that provides a space 
for customers to rest and a smoking area for smokers 
without optimization of its dimensions to deal with the 
onslaught of direct solar radiation. Table 2 shows that 
stores with three sides overhang have the highest EUI 
due to smaller store size. The one side overhang stores 
have the lowest EUI because it tend to be adjacent to 
other buildings, which causes less heat gain.  
 
Table 2: Energy consumption comparison of store with shading. 

Overhang 
Store 
Size 
(m2) 

Energy 
consumption 

(kWh) 
Customers EUI 

(kWh/m2/year) 

Without 140.7 176,618.9 346,038 1,363.9 

One side 135.0 169,945.1 318,399 1,323.9 

Two side 139.2 175,784.5 321,135 1,339.9 

Three side 131.1 176,442.0 355,196 1,418.8 

 
The thermal environment of the store and its 
surrounding largely influences the energy consumption 
of respective appliances. For instance, during summer, 
the electricity consumption of air conditioning, and 
freezing and refrigeration appliances increases during 
summer. The energy measurement data shows that the 
cooling energy consumption in summer is six times 
higher than winter. Table 3 shows the building’s 
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envelope setting detail and Table 4 shows the internal 
gain equipment list of the base model. 
 
Table 3: Information of simulation base case. 

Built up area 105m2 
Entrance East 
Window 

orientation East and south 

Number of 
Storeys 1 

Floor to Floor 
Height 3.5m 

External Walls Tile + Brick wall+  15 mm of timber 
board 

Internal Walls Brick wall + 15 mm of timer board 
Glazing 8 mm single glass 

Roof 1mm metal cladding+ 15mm timber 
board 

Ceiling 15 mm Plasterboard 
Infiltration rate 4.5 m3/h/m2 

Lighting 2272w 
Occupancy 7 

Cooling set point 26°C 

 

Table 4: Internal gain equipment list. 

Equipment Wattage Quantities 

Microwave 1800 2 

Hotdog machine 900 1 

Oden machine 900 2 

Coffee machine 3080 2 

Tea eggs cooker 800 2 

Water dispenser 2800 1 
Computer and POS 

system 500 2 

ATM 4300 1 

Copy machine and 
multiple media kiosk 200 1 

 
The existing store’s roof only uses metal cladding and 
adds a timber panel in inner surface to reduce the noise 
from raining seasons. The store has a large configuration 
of glazing. There is no possibility of opening windows at 
the convenience store as they are all sealed for security, 
air quality and reduction of outdoor sound. 
During the examination of the surfaces of the envelope, 
various aspects will be signified during the process of 
simulation. These include internal gain, occupation and 
equipment, and lighting. In cooling mode, the key focus 
is placed on sensible heat; the impact of latent heat is so 
low that it is insignificant. All effective parameters in the 
assessment of the building envelope are considered in 
connection with the Hsinchu City climate. 
According to monitored data, during the summertime, 
the highest indoor temperature in non air cooled space 
can reach 46.1°C at 14:00 in the summertime. The 
simulation base case result shows that the highest 
temperature in the summertime was 48.59°C, which was 
over estimated the indoor temperature by 2.5°C, but 
creates a standard base case for comparison. The existing 
building simulation result shows that the mean 
percentage of people dissatisfied is 80.89% 

The study simulates two most common stand-alone 
convenience store urban settings: arterial road and 
residential area. Each urban setting simulation includes 
four types store exposure: one side, two side, three side 
and four side exposure (Fig. 3). 

 
Figure 3: IES-VE modelled view of the building exposure. 

 

5. STORE’S ENVELOPE IMPROVEMENT 
The base case is a stand-alone convenience store (in 
what urban setting) for simulation as it   present over 
80% of existing convenience stores condition such as 
structure, store size and architectural form (two side 
windows with veranda or shading) and can use it to 
validate with simulation work (Fig. 4). This study 
simulates two urban settings: arterial road and 
residential area. The arterial road stores were 
surrounded by 3.2m low rise buildings and 2.8m width 
roads while the residential area stores were surrounded 
by 12m height buildings and 4.5m width road.  

 
Figure 4: Base case store floor plan. 

 

5.1 Roof insulation improvement simulation 
This section presents the simulation result of the 
insulated roof. as the convenience store buildings are not 
subject to compliance with building thermal 
performance regulations in Taiwan, the existing building 
roofs are; 1 mm metal cladding, 15mm timber board and 
15 mm plasterboard without any insulation.  
The simulation model added two types common 
insulation material between the metal cladding and 
timber board. First, insulation material is a 50 mm 
insulation board, and second is 30 mm of polystyrene 
foam (see Table 5). Those insulation materials are widely 
used for roof insulation on buildings in Taiwan, such as 
resident buildings, office buildings and schools. 
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Table 5: The construction template of insulation roof. 

External Walls 
Tile + brick wall+  15 mm of timer 

board 

Internal Walls Brick wall + 15 mm of timer board 
Glazing 8 mm single glass 

Roof 
1mm metal cladding + 50mm 

insulation board + 30mm polystyrene 
foam+ 15mm timer board 

Ceiling 15 mm Plasterboard 

 
Table 6 shows that the roof insulation significantly 
reduced indoor temperature. In general, the mean 
temperature can significantly reduce from 33.51°C to 
27.9°C. Moreover, the mean number of people 
dissatisfied also reduced from 80.89% to 52.87%. The 
store with insulation roof can save cooling load up to 13%. 
 
Table 6: The simulation result of insulation roof in arterial road. 

Exposure Four 
sides 

Three 
sides  

Two 
sides  One side  

Mean 
temperature 

(°C) 
27.9 27.93 27.92 27.93 

Mean people 
dissatisfied (%) 52.87 53.1 53.03 53.1 

Cooling 
load(kWh)     

 
Table 7 shows that the insulation material adds on a 
residential urban setting can significantly reduce mean 
temperature from 33.51°C to 27.79°C. Moreover, the 
mean number of people dissatisfied also reduced from 
80.89% to 51.75%.  It save cooling energy consumption 
up to 15%. 
 
Table 7: The simulation result of insulation roof in residential 

area. 

Exposure Four 
sides  

Three 
sides  

Two 
sides  One side  

Mean 
temperature 

(°C) 
27.8 27.92 27.79 27.92 

Mean people 
dissatisfied (%) 51.89 53.02 51.75 53.03 

 
5.2 Optimizing the wall sections environmental 
performance 
The shading device is an economic technique to reduce 
the solar gain. Most of convenience stores have the 
shading device. However, the designer placed the 
shading device too high and it cannot shade the ceiling to 
floor glazing properly (Fig. 5). This study simulated 
insulation roof with shading device. The  louver shading 
device is placed at 2.3m above ground allows for airflow 
to reduce thermal stratification on the façade (Fig. 6).  

 
 

Figure 5: Shading device of convenience store. 

 

 
Figure 6: Louver shading device. 

 

Generally, the mean temperature in arterial road store 
can decline from 33.51°C to 25.22°C and the mean 
people dissatisfied also reduce from 80.89% to 39.18% 
(Table 8). It save cooling load about 17%. 
 
Table 8: The simulation result of  optimizing the wall sections 

environment in arterial road. 

Exposure Four 
sides 

Three 
sides  

Two 
sides  

One 
side  

Mean 
temperature 

(°C) 
26.84 26.91 25.82 25.22 

Mean people 
dissatisfied (%) 42.39 43.14 39.56 39.18 

 
Table 9 presents that the mean temperature of store in 
residential area can decline from 33.51°C to 25.87°C and 
the mean people dissatisfied also reduce from 80.89% to 
39.14%. The insulation roof with louver shading device 
can save cooling energy up to 18% in residential area.  
 
Table 9: The simulation result of optimizing the wall sections 

environment in residential area. 

Exposure Four 
sides 

Three 
sides  

Two 
sides  

One 
side  

Mean 
temperature 

(°C) 
26.13 26.85 25.94 25.87 

Mean people 
dissatisfied (%) 40.77 42.56 39.62 39.14 

 
5.3 Double glazing performance 
The large configuration of glazing makes convenience 
stores brighter and transparent but also increases the 
heat gain. According to the previous studies [9, 10] 
double glazing can keep the building transparent, but 
reduce the heat gain and improve the indoor thermal 
environment. This study changed the existing 8 mm 
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single glass to 8 mm reflective glass with 10mm argon 
cavity between two glazing. Table 10 shows the 
simulation result of store added double-glazing on an 
arterial road urban setting. The mean temperature can 
significantly reduce from 33.51°C to 27.94°C. Table 11 
shows the simulation result of double glazing in an 
arterial road urban setting. The mean temperature can 
significantly reduce from 33.51°C to 27.92°C. The double 
glazing envelope improvement can save cooling energy 
consumption up to 11% in both urban settings. 
 
Table 10: The simulation result of  double glazing in arterial road. 

Exposure Four 
sides 

Three 
sides  

Two 
sides  

One 
side  

Mean 
temperature 

(°C) 
28.03 28.07 27.94 28.07 

Mean people 
dissatisfied (%) 54.19 54.52 53.22 54.52 

 

Table 11: The simulation result of double glazing in residential 

area. 

Exposure Four 
sides 

Three 
sides  

Two 
sides  

One 
side  

Mean 
temperature 

(°C) 
28.02 28.05 27.92 28.05 

Mean people 
dissatisfied (%) 54.02 54.34 53.04 54.34 

 
6. CONCLUSION 
Statistical analysis shows that the three sided window 
stores tend to attract more customers and higher EUI and 
energy consumption than two sided window stores. It 
can be concluded that three sided window stores can 
increase perceptions of spaciousness by linking interior 
and exterior visually for customers, which results in 
attracting more customers. About one in six of 
convenience stores in Taiwan are standalone 
convenience store. The store’s envelope improvement 
can save energy up to 2,033kWh/year at a stand-alone 
convenience store which means saving 3,429,000 kWh 
per year in Taiwan. Provision of overhangs and insulated 

roofs proves to be the preferred architectural 
configuration to save energy while keeping the glazed 
areas. This study however didn’t find using double 
glazing to provide substantial energy savings, indicating 
that for economies of scale the single glazing is a viable 
option to maintain connectedness of indoors and 
outdoors visually. 
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ABSTRACT: Energy Performances Certificates have been implemented in Spain just in the moment of the largest real 
estate recession, such situation does not allow to observe consumers’ preferences on energy efficient homes. This paper 
uses choice experiment to study the relative importance of energy efficiency in relation to other functional and quality 
attributes. In order to evaluate the role of framework information in the formation of household preferences the sample 
has been split into 2 sets and informed on the economic and environmental implications of energy efficiency using 
technical and illustrative units. Results suggest that households do give importance to energy efficiency mainly when 
they are informed in an easy-to understand way. This latter finding has important implications for the design of energy 
policy. 
KEYWORDS: Energy efficiency, choice experiments, Energy-performance-certificates 

 
 

1. INTRODUCTION  
Fifteen years ago the EU introduced the energy 
performance certifications (EPC) to give universal energy 
transparency to the real estate market. The aim of such 
policy is to foster energy-efficiency informed purchasing 
and letting decisions. Under the hypothesis that an 
increased utility coming from energy bill savings and the 
preservation of environment might transform into 
explicit preferences for efficient real estate. Such utility 
can capitalise on higher prices and preference of efficient 
buildings. Empirical evidence, coming from different EU 
countries has found a market premium for EPC efficient 
residential and commercial buildings (see Mudgal et al. 
2013). In the case of Spain, such evidence is scarce 
(Marmolejo, 2016), and the few existing studies do 
report market premiums that are quite below in relation 
to other countries. One of the reason is the very recent 
transposition of the Energy Performance of Buildings 
Directive by means of the Real Decree 235/2013, that has 
it made mandatory to include the energy label as of the 
1st of June of 2013. The second reason is that such 
transposition came into force in the worst real estate 
recession which does not allow to observe consumers’ 
preferences for energy efficient homes.  
 
This paper tries to fill this gap by means of 2 clearly 
different objectives: 
To identify the relative importance of energy 
performance certifications in relation to other housing 
attributes in choice selection 
To study whether such importance, if any, is different in 
the event that housing consumers are informed on the 
economic and environmental implications of energy 
efficiency using easy-to-understand units, instead of the 
technical units legally established.  Previous research has 

strengthened the importance of information background 
on the preference formation for efficient homes 
(Marmolejo, et al., 2017).  
In order to achieve such objectives a family of choice 
based experiments have been done in order to identify 
the implicit preferences of a sample of potential 
multifamily users in Barcelona. In order to quantify the 
marginal utility of the assessed housing attributes, a 
conventional logistic regression has been implemented. 
 
2. EMPIRCAL EVIDENCE ON ENERGY EFFICIENCY 
PREFERENCES 
An important number of studies uses hedonic pricing to 
estimate the marginal price of green labels including EPC 
(Marmolejo & Bravi, 2017). The pioneering work of 
Brounen and Kok (2011) in The Netherlands found that 
there is 3.6% transaction market premium from green 
dwellings, comparing to inefficient dwellings: improving 
energy EPC ranking from D to A (the more efficient rank) 
or from G (the most inefficient rank) to D, increase 10% 
or 5% housing prices respectively. Mudgal et al. (2013) 
have performed a study comprising a number of 
European cities which details that the impact of different 
levels of the EPC on selling prices is varied, ranging from 
only 0.4%, for each rank, in Oxford up to 10.5% in Vienna. 
Fuerst et al. (2015) report for the analysis of selling prices 
in England that a G->D improvement implies a 7% price 
increase, at the time that the improvement D->B implies 
a market premium on 5%. In Spain Marmolejo (2016) 
report an increase of only 5.11% for improving the EPC 
rank from G to A (it is to say only 0.8% for each rank). This 
latter finding may come from the late adoption of EPC 
policy but also different climatic conditions and 
environmental concerns perspectives. The above-stated 
conclusions do not shed light on consumers’ preferences 
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when other architectonic attributes are present. For that 
reason, an increasing number of studies use choice 
experiments to undercover the preference structure, just 
as it is done in this paper. 
In the literature, the use of stated preferences is well 
established. In such family, choice experiments (CE) have 
proven to be a powerful technique to study consumer’s 
preferences. In relation to other declare preferences 
(Marmolejo & Ruiz, 2013). CE approach portrays 3 main 
advantages: 
It is robust to strategic/complacence bias since 
respondents are not directly questioned to state the 
preference for a concrete attribute (e.g. energy efficiency) 
It is familiar to respondents since it emulates exactly the 
same elicitation process that they use when acquiring 
products in the market 
It allows to identify trade-offs of utility since the election 
of the preferred alternative implies the rejection of the 
remaining of the offered options. 
 
In the Netherlands, Poortinga et al. (2013) used a paper-
based on conjoint analysis where respondents declared 
the acceptability level of some energy-saving measures 
in a Likert scale. In this way, the authors identified the 
trade-off between energy-saving appliances and 
willingness to change consumption behaviour. In a 
similar line, Sadler [9] used two paper-based choice 
experiments to assess preferences for home renovations 
and heating systems in Canada. Each “choice set” was 
formed by alternative heating systems already available 
in the market; and the choice of home renovation with 
and without energy retrofits. Her results highlight that 
households prefer energy-efficient renovation over 
renovations without energy retrofits. In Switzerland, 
Banfi et al. (2008) used telephone-based choice 
experiments to determine willingness to pay for energy-
saving measures in residential buildings. Each choice task 
consisted of reading a card that listed the features of the 
actual house and those of another dwelling and having to 
choose the one which was preferred out of the two 
alternatives. Offered improvements included air renewal 
systems and insulation of windows and facades. Their 
analysis indicates that consumers significantly value 
green attributes, due to the energy savings and 
environmental benefits they bring along; even though 
other attributes, such as thermal comfort, air quality and 
noise protection, are considered. Achtnicht (2014) uses 
face-to-face computer-assisted choice experiments to 
assess the consumers’ energy preferences in renovations 
with energy retrofits resulting from insulation and 
heating systems. An important novelty in his study is the 
inclusion of the actual economic savings and CO2 
emissions, as well as professional energy consultancy 
services. The respondents were provided with two 
hypothetical measures of upgrade regarding their 

heating supply and usage respectively, from which they 
could choose. 
The research reported here is different since it explores 
the trade-offs between the EPC ranking and other 
residential attributes while selecting a standard urban 
apartment and taking into consideration that energy 
efficiency is enclosed in the EPC scheme. Moreover, it 
explores whether the respondents do give a different 
importance to energy efficiency when they are informed 
on the economic and environmental implications using 
technical units (i.e kWh/sq.m of non-renewable primary 
energy) versus illustrative ones (Euro/month savings in 
the energy bill).  
 
3. METHOD, DATA AND CASE STUDY 
We use choice based experiments (CE) to achieve the 2 
objectives of the paper. CEs consist in submitting a group 
of individuals to a task in which they are faced with 
choosing, within a set of alternatives, the preferred 
option (usually a product or service). These alternatives 
are usually named “the choice set” and, from the 
cognitive point of view, their comparison (followed by 
the final choice) represents the task that the respondent 
is called to accomplish. The observed component of 
utility associated with different alternatives is usually 
defined as a function involving a simple linear 
combination of attributes and parameters estimates. The 
partial utility of each attribute is calculated by means of 
a discrete choice model.  
The detractors of state preferences methods argue that 
the actual behaviour of people tends to be different from 
that stated in surveys. Such a gap is known as the 
hypothetical bias (HB). Nonetheless, researchers have 
found (List, 2001; Fifer et al., 2014) that HB tends to be 
smaller when: 1) goods assessed are private, as opposed 
to public; 2) experiments are realistic (i.e. payment 
vehicles are familiar and people rely on the feasibility to 
provide the attributes of the assessed goods); and 3) 
individuals are carefully selected so as to ensure 
convenient experience and appropriate demographics.  
All these reasons support the use of CEs in this work, in 
absence of data about actual transactions, since: 1) 
usually, people choose between a finite set of 
alternatives when looking for a new apartment; 2) 
houses are private goods and people are used to paying 
a price according to their attributes; 3) the EPC ranking is 
usually declared in the actual market offers; 4) a clear 
and realistic payment vehicle has been designed and the 
amount is in keeping both with monthly mortgage and 
rent payments, with which people  are already familiar, 
and 5) respondents were carefully selected so as to 
ensure the necessary cognitive resources to perform the 
task. 
The implementation of the CE of this study consisted of: 
Determination of the attributes and levels of each 
attribute  
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Design of a comprehensive survey where the CE where 
framed  
Identification of the relevant population and sample size 
Implementation of surveys 
Analysis of the data using discrete choice models 

 
Figure 1: Example of the computer assisted choice set 
 
In this research the selected attributes come from a 
specific research on typology and advertisement of new 
housing developments in Barcelona.  The 
attributes/levels used in the CE are as follows: 
Condominium amenities. Two levels: storage room or 
storage room plus swimming pool. It is common that new 
developments in Barcelona do include such attributes 
even when they are targeted at medium- and medium-
low income population segments. 
Additional private spaces. Two levels: terrace and 
restroom; or balcony plus complete additional bathroom. 
In general, new developments with three bedrooms do 
include two complete bathrooms; nevertheless, a trade-
off between the spaces “additional bathroom/restroom” 
and “balcony/terrace” could be present. Due climatic 
reasons, privately-used open spaces, such as balconies 
and mainly terraces, are important in multifamily 
markets in Barcelona. 
Quality of finishings. Three levels: basic, standard and 
high quality. For each level, a description was given 
regarding the kind of material used in walls, floors and 
kitchen. 
Active conditioning. Two levels: (radiant) heating and 
heating plus air conditioning (heating pump). 
Energy label. Three levels: “E” (the minimum EPC level, 
according to the current building regulation in Spain), “C” 
and “A”. Half of the participants were informed on the 
economic and environmental implications of energy 
efficiency in two different ways as further discussed.   
Price charging. Respondents were informed about the 
fact that using high-quality finishings and energy-
efficient attributes (i.e. wall/ window insulation) 

increases the construction cost of the building. For that 
reason, a price charging up to 130 € would be added to 
the monthly payment of rent or mortgage. The price 
charge has been calculated by adding production and 
development costs for different levels of finishes and 
energy classes. To transform these marginal increases 
into monthly payments a direct capitalization has been 
used with a 4 % yield (which is the usual standard in 
Barcelona for this kind of apartments). The price charge 
allocation is, thus, conditional to the finishings, thus 
avoiding the possibility to present an unrealistic 
combination of low-quality apartment with high prices. 
The assumption is that respondents value the trade-off 
between price charge (marginal price) and the overall 
benefits derived from different apartment attributes. 
The CE was incorporated into a survey applied to 
residents of the Barcelona’s area older than 18 years 
which participate in the main decision-making of their 
household. It is to say the sample is formed by actual 
owners and tenants of homes in the study area. In order 
to assure the representativeness of income and 
demographics, the respondents were recruited along the 
different neighbours of the city and neighbouring 
municipalities up to cover all the income levels as well as 
the age cohorts. The survey was made part face to face 
and part using an online platform.  In total the sample 
consists of 2,000 CE coming from 500 participants after 
discarding 166 incomplete or unreliable surveys 
according to the under-average duration of the 
answering time.  
The survey itself consisted of the following structure: 
Contextualization. The goal of this section is to 
understand the previous knowledge of respondents 
about the EPC scheme, as well as their energy 
consumption and sustainable habits and their 
satisfaction about the status-quo option. 
Choice experiment. Each respondent was asked to 
perform four choice tasks after being clearly informed 
about each of the attributes and levels used in the 
different apartment alternatives included in choice sets. 
In doing so, complementary graphic material was used in 
order to visualize the quality of the finishings. 
Socio-economic profile. In order to test whether 
preferences depend on individuals’ heterogeneity, socio-
economic characteristics (SECs) such as gender, age, 
income, professional status and educational level were 
controlled. 
After being informed on the attributes and levels than a 
recently completed apartment may have, respondents 
were asked to indicate the preferred one in the event 
that they have to move to another apartment. An 
example of the choice task is illustrated in Fig 1.  
Two different experiments were applied to each half of 
the sample. In the first one (EVP1) the economic and 
environmental implications of energy efficiency were 
stated using the technical legal units (kWh/sq. m/annum 
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of primary non-renewable energy and tons of CO2). In 
the second experiment (EVP2), illustrative easy-to-
understand units were used: monthly savings in energy 
bills expressed in Euro; and the emissions equivalent in 
terms of car mileage. In order to avoid a selection bias 
the participants were randomly assigned to the 2 choice 
experiments. 
 
4. RESULTS  
Fig. 2 contains the sociodemographics of the 500 
participants. As seen, the cohort of 18-30 comprises half 
of the sample, which although does not exactly 
correspond to the general age distribution provides 
important insights on preferences of young households 
most in a tenant tenure. 
 

 
Figure 2: Sociodemographic data from the sample 
 
Fig. 3 contains the results of the discrete choice models 
calibration for the 2 choice experiments carried out 
(EVP1 and EVP3).  Broadly, the outcomings for the 2 
experiments are the same, despite the fact that 
respondents were different as it has been said. Such 
results suggest that respondents are attracted more for 
the swimming pool rather than only having a storage 
room. As well, they do prefer apartments with a terrace 
instead of a balcony, despite that this latter option 
includes an additional bathroom. This finding strength 
the importance of open spaces over additional interior 
spaces in the Mediterranean climate. Regarding the 
quality of finishings clearly the high-quality option is the 
less popular among respondents, since the additional 
price to be paid for the apartment as a leasehold or 
mortgage payment was correlated with the quality. So 
the larger the quality, the larger the price.  
Interestingly, the basic quality of finishings does not 
represent the most desired alternative, but the standard 
one. In other words, people declare to prefer standard 
qualities but not expensive ones. For that reason, 
developers in Spain even when apartments are targeted 

to the upper demand segment do exhibit medium-high 
quality finishings allowing in this way a further 
customisation. 
On the active conditioning systems, respondents were 
clearly attracted by the flats portraying air conditioning 
and heating, instead of having only heating. This finding 
is important since in Mediterranean countries the 
summer tends to be very hot. 
Coming to the energy efficiency, clearly the respondents 
rejected the alternatives containing the worst of the EPC 
class “E” and prioritized those including class “A”, the 
most efficient one.  Regarding the price, as expected the 
coefficient is negative, which suggest that larger prices 
do represent a loss of utility for consumers. This trend is 
common in all choice experiments regardless its thematic 
application. 

 
Figure 3: Discrete choice models results 
Figure 4 depicts the relative importance of each attribute. 
Clearly Energy class is the most important attribute in 
both of the choice experiments. The second attribute in 
importance is the quality of finishings concomitant with 
price (thus it can be read as the importance of price on 
apartment choice), followed by the active temperature 
conditioning, the private spaces and condo amenities.  
 

Age Household net disposable income

Year Euro/month

18-30 50% <600 3%

31-45 20% 600-1200 11%

46-65 26% 1201-1800 15%

>65 4% 1801-2400 17%

2400-3000 16%

Completed studies 3001-3600 15%

3601-4200 10%

Primary 1% 4201-4800 6%

Secondary 1% >4800 8%

Technical High School 7%

High School 17% Sex

1st University degree 19%

Bachelor 34% Women 49%

Postgraduated 20% Men 51%

Source: Own elaboration

Model adjustmen

rlh 0.42139 0.42041

Log-likelihood model 853 -         854 -           

Log-likelihood null model 1,099 -     1,099 -        

Dif 246          244            

Certainty percentatge 22            0                 

Consisten Akaike Info Criterio 18            1,772         

Chi sq 5              489            

Chi sq relative 55            61               

Efecto Std Err T ratio Efecto Std Err T ratio

Condominium amenties

Storage room 0.14 -       0.04     3.55 -        0.14 -          0.04     3.63 -     

Storage room + swiming pool 0.14        0.04     3.55         0.14           0.04     3.63      

Additional private spaces

Balcony + complete bathroom 0.13 -       0.04     3.20 -        0.20 -          0.04     5.01 -     

Terrace + lavatory 0.13        0.04     3.20         0.20           0.04     5.01      

Quality of finishings

Basic 0.41        0.06     7.40         0.38           0.06     6.95      

Standard 0.98        0.06     7.06         0.30           0.06     5.39      

High quality 0.80 -       0.07     12.20 -      0.68 -          0.06     10.59 -   

Active conditioning

Heating 0.27 -       0.04     6.74 -        0.25 -          0.04     6.29 -     

Air conditioning + Heating 0.27        0.04     6.74         0.25           0.04     6.29      

Enery class

Class E 0.84 -       0.07     12.64 -      0.95 -          0.07     13.70 -   

Class C 0.07        0.06     1.27         0.18           0.06     3.25      

Class A 0.77        0.05     14.08       0.77           0.06     13.98    

Additional price

Lineal -0.15693 0.04909 -3.19664 -0.19618 0.04828 -4.06297

Source: Own elaboration

MOD 1MOD 1

EPV1 EPV3
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Figure 4: Relative marginal utilities coming from logit model 
 
This latter figure also allows comparing the different 
importance that respondents gave to the attributes 
when were informed in different ways on energy 
efficiency implications. As said before EVP1 experiment 
informed using technical/legal units, it is to say kWh/sq. 
m2/year and CO2 tons; conversely in EVP3 respondents 
were informed using illustrative units, it is to say 
Euro/month of energy savings and the reduction of CO2 
in equivalent car mileage.  As it is clear household do 
clearly prime more the energy efficiency of the offered 
apartment in the latter case when the economic and 
environmental implications are showed in meaningful 
terms. Such larger importance seems to be in detriment 
of the quality of the finishings which relative marginal 
utility decays in EVP3 sample in relation to EVP1. 
 
5. CONCLUSIONS 
Energy efficiency is a multidimensional housing attribute 
coming from different active and passive measures. For 
most of the consumers such attribute is opaque due to 
cognitive limitations and information asymmetry. All in 
all, represents a barrier for the diffusion of energy 
efficient homes. In order to broke down such opacity 
using an easy-to-understand energy-efficiency indicator, 
the European Union released the Energy Performance of 
Buildings Directive which makes it mandatory to include 
an Energy Performance Certificate when a property is 
transacted in the leasing and selling market. So as for 1st 
of June of 2013 almost all properties being transacted 
have to include the EPC class in Spain.  
Nonetheless, it is not clear the relative importance of 
Energy Efficiency in relation to other residential 
attributes when choosing a property for leasing or buying. 
For that reason, in this paper we use choice experiments 
to assess the importance of this residential attribute in 
relation to other which are preeminent in the marketing 
of apartments in Barcelona such as condominium 
amenities, private space arrangements, quality of 
finishings and active thermal conditioners.  
In order to test whether information framework might 
influence household decisions the implications of energy 

efficiency in economic and environmental terms where 
informed using technical and illustrative units. 
The results suggest that respondents do positively 
appreciate energy efficiency in relation to the other 
attributes. Such preference is larger when they are 
informed using easy-to-understand illustrative units 
instead that the technical ones contained in the 
normative. This latter finding has an important 
implication for energy policy and suggests that more 
attention has to be placed in the design of the 
communication of energy efficiency, since most of the 
residential consumers are not experts in this field. So, the 
easier such implications are stated in the Energy 
Performance Certificates, the larger the efficacy of such 
policy. Of the the main criticism to the EPC labels in Spain 
is the completely lack of information about the scheme. 
The RD 235/2013 has given for granted that people are 
aware of what is exactly measured by the energy 
certificates and the implications for household economy 
and environmental welfare. Such assumption is far to be 
realistic and more attention need to be paid in the 
recasting of the Directive and its national transposition. 
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ABSTRACT: Today, most of the people spend 80-90% of the time indoors either in the office or at home. Indoor air is 
contaminated by human activities and building materials which emit volatile organic compounds. Exposure to these 
compounds has a short and long-term impact on health. It is therefore important to provide a healthy and productive 
indoor environment. Acceptable indoor air quality can be maintained by operating a building in natural ventilation, and 
this can also reduce energy consumption. The water table is an inexpensive, easily accessible apparatus that helps to 
analyze natural ventilation in buildings due to wind effect and provides instantaneous two-dimensional results of airflow 
patterns in and around the building. This paper provides and tests a methodology to objectively quantify the images 
from the water table simulations and calculate results for ventilation metrics like percentage of dead spots, absolute 
ventilation efficiency, air changes per hour, dose and room mean age of air that quantifies air movement within a 
physical building model simulated in the apparatus. The quantitative method will help for comparative analysis between 
design options and make design decisions in terms of opening sizes, orientation, and appropriate positioning of openings 
optimized for wind-driven naturally ventilated buildings. 
KEYWORDS: Natural ventilation, water table apparatus, indoor air quality, ventilation metrics, image processing 

 
 

1. INTRODUCTION  
Strategies like natural or hybrid ventilation decrease the 
dependence on air-conditioning, which in turn reducing 
the primary energy consumption [1]. On average, people 
spend 80-90% of the time indoors [2] either in the office 
or at home. Indoor air is contaminated by human 
activities and release of pollutants from materials used in 
buildings [3]. It is therefore of vital importance to provide 
a good indoor environment, as it has an impact on the 
health and productivity of people [4]. Predicting the 
performance of naturally ventilated buildings is complex, 
as the parameters governing the airflow, such as 
temperature and wind, are highly variable over time. The 
varying airflow path and ventilation rate also results in 
varying energy consumption. 
The different methods available for analysis of natural 
ventilation designs include the following: 
Analytical and empirical models 
Scale modelling using a wind tunnel, smoke chamber, salt 
bath and water table 
Full-scale prototypes 
Simulation: Computational Fluid Dynamics modelling 
Out of these types, the water table apparatus is 
inexpensive, easily accessible and provides 
instantaneous results. It helps analyze natural airflow 
through buildings due to wind action. It is an apparatus 
as seen in (Fig. 1), wherein dyed (Potassium 
permanganate) solution is introduced from one side (left 
side, i.e. windward side) of the input tank and passes 
through the working zone (central portion). First, a scale 
building model made out of white Poly Vinyl Chloride 
(PVC) foam board having a base of transparent acrylic 

sheet is immersed in clear water [5] in the working zone 
and then the dyed water flows towards and past the 
model. As the dye solution passes through the apertures 
in the model, its movement is evident in the water, 
providing a scaled simulation of air movement in a 
building of the same geometry [6]. 
There are only a few studies available where methods 
like the water table apparatus have been used to 
visualize airflow in and around physical building models. 
In one of the studies [7] showed using the water table 
results that the Architects prediction of the airflow 
pattern in a naturally ventilated building is not correct. 
Previous experiments using the water table approach 
largely relied on qualitative and visual analysis of flow 
patterns. Royan [5] quantified airflow and access to 
ventilation using simple image processing filters with 
threshold values of pixels that were subjectively assumed 
to be adequate levels of ventilation. Since such 
subjective analysis lack consistency, it does not lend itself 
to objective quantified comparative analysis. There is a 
need to objectively quantify the airflow patterns and 
access to ventilation using industry standard methods of 
measuring ventilation. This paper summarizes how 
existing ventilation metrics have been incorporated in 
quantifying airflow images of a water table apparatus. 
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Figure 1: View of the Water table apparatus with dye solution 
flowing towards the building model 

 
2. METHODOLOGY 
To quantify the airflow pattern observed in the water 
table experiment, initially, a physical building model is 
simulated in the water table apparatus. The 
photographic data recorded from the water table 
experiment are converted to ventilation metrics. Finally, 
these metrics are verified for a complex geometry 3-
bedroom apartment by comparing the quantitative 
results with the visual airflow patterns.  
 
2.1 Simulating an apartment in water table apparatus 
The apartment selected for this study was a 3-bedroom 
physical building model of scale 1:50 and the details are 
shown in (Fig. 2) and (Table 1). 
 

 
Figure 2: 3-bedroom apartment floor plan with dye movement 
resembling air flow patterns  
 
Table 1: 3-bedroom apartment room nomenclature 

Abbreviations Room Name Abbreviations 
Room 
Name 

R1 Room 1 L Living 
T1 Toilet 1 R3 Room 3 
T2 Toilet 2 T3 Toilet 3 
R2 Room 2 P3 Passage 3 
P1 Passage 1 K Kitchen 
D Dining  U Utility 
P2 Passage 2   

 
2.2 Photographic data to ventilation metrics 
The image obtained from the water table as seen in (Fig. 
2), consists of gradation of dye that represents air 
movement in a space. Therefore, to convert the 
photographic data to ventilation metrics following steps 
were carried out.  
 
2.2.1 Extracting images as per desired time frames 
Initially, the images from the experiment video were 
extracted. To extract an image from the video, it is 
important to crop the interior portion of each room 
excluding walls of the model. This was done to avoid the 
contribution of white (255-pixel value) PVC foam board 
walls in the metric calculation. Pixel values represent the 
darkness or brightness of an image and in this case, it 
represents the optical density of dye. The value ranges 

from 0 to 255, where 0 is the darkest point and 255 is the 
brightest point. Further, VLC software [8] was used for 
taking snapshots from the video at any time frame. This 
helped in taking the snapshots of the cropped video and 
saving it in PNG (Portable Network Graphics) format.  The 
images obtained from the above process at every second 
were further post-processed for their pixel values. 
 
2.2.2 Extracting pixel values 
For ease of obtaining pixel values, visualization, and 
reducing computing time, the RGB (Red, Green, Blue) 
image obtained from the water table experiment was 
then converted into a grayscale using MATLAB (Matrix 
Laboratory) [9]. The pixel values were then extracted 
from this grayscale image. By doing this, only one value 
was obtained for each pixel, i.e., a weighted sum of RGB 
values. 
 
2.2.3 Establishing the relation between pixel and 
concentration values 
In this work, the metrics are derived based on the relative 
difference in concentration values. To identify the 
relation between pixel values and dye concentration a 
calibration curve was developed, as illustrated in (Fig. 3).  
This helps to calculate the dye concentration based on 
the pixel value and can be used for calculations using 
“Equation (1)”. Once the concentration values are 
available the ventilation metrics were calculated.  
 

 
Figure 3: Relation between pixel values and dye concentration 
 

                         𝐂 = 𝟏. 𝟒𝟐 ∗ 𝐏𝐱−𝟏.𝟎𝟔                    (1) 

where C – concentration of dye (g/l); 
Px – pixel value. 
 
2.3 Ventilation Metrics 
The conditions in the water table experiment represent 
the conditions in a room. Before starting the experiment, 
there is only clear water inside the room model i.e., zero 
dye concentration (0 g/l). This value keeps on increasing 
as the dyed water enters the room. Thus, the initial clear 
water condition resembles to be a room filled with stale 
/ contaminated air and infiltration of dye is the fresh air 
coming inside the room. For a given room, pixel values 
were extracted and converted to concentration values 
using the calibration curve as shown in (Fig. 3). The 
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relative spatial concentrations were used to evaluate five 
metrics as follows.  
 
2.3.1 Percentage of Dead Spots  
Dead spots mean the air is stagnant, and little/no mixing 
up of incoming fresh air. This will be seen as a zone with 
low dye concentration with no movement of air. It is a 
metric that determines the percentage of dead spots 
(%DS) in a room which is not adequately ventilated [5] 
and is calculated using “Equation (2)”. 
 

                  % 𝐃𝐒 =
𝐂𝐦𝐚𝐱−𝐂

𝐂𝐦𝐚𝐱
                         (2) 

 
where %DS – Percentage of dead spots (%);  
             Cmax – maximum concentration in room(g/l);  
             C – concentration in room after t, s (g/l). 
 
2.3.2 Absolute Ventilation Efficiency              
Absolute ventilation efficiency (AVE) is a metric that 
helps to determine the ability of the system to decrease 
contaminant concentration in a room. This can be 
calculated based on “Equation (3)” [10]. The system is 
said to be most effective if the value is 1 and least 
effective when it is 0. 

                  𝐄𝐚 =
(𝐂𝐨−𝐂)

(𝐂𝐨−𝐂𝐬)
                          (3) 

where Ea – Absolute Ventilation Efficiency;  
             Co - initial concentration in the room (g/l);  
             C – concentration in the room after t, s (g/l);              
             Cs – concentration in the outdoor supply (g/l).  
 
2.3.3 Air Changes per Hour  
Air changes per hour (ACH) is the number of times the air 
within the room is renovated. It is calculated by using the 
mass balance “Equation (4)” [11]. This equation 
considers the inside and outside concentration over the 
evaluation period.  

𝐝𝐜 = 𝐏 ∗ 𝐀𝐂𝐇 ∗ 𝐂𝐬 ∗ 𝐝𝐭 +
𝐒

𝐕
𝐝𝐭 − (𝐀𝐂𝐇 + 𝐤)𝐂𝐢 ∗ 𝐝𝐭 (4)  

where dc- change in inside room concentration (g/l); 
 P - penetration factor (unitless); 
ACH – air changes per hour (h-1);            
Cs – concentration in the outdoor supply (g/l); 
dt- time frame (h); 
Ci - inside room concentration (g/l); 
S - indoor source emission rate (ml/h); 
V- indoor volume (m3); 
k- reactivity rate (h-1). 
 
This metric is calculated when there are well-mixed 
conditions inside the room. To do this, the average 
concentration values at a given time frame are used. The 
outside concentration (Cs) is averaged near the window 

and inside concentration (Ci) is the average room 
concentration as shown in (Fig. 4). 

 
Figure 4: Visual representation of ACH parameters for room 1 of 
a 3-bedroom apartment 
 

The ACH in case of the water table is dependent on the 
velocity, density, viscosity of water, characteristic length, 
area of the window and volume of the room i.e. ACH= f 
(v, ρ, µ, d, A, V). Thus, to identify the relation of ACH in 
the air to that of ACH calculated from the water, a 
dimensional analysis is carried out which results in 
“Equation (5)”. 

   (𝐀𝐂𝐇 )𝐚𝐢𝐫 =  ( 
 𝐀𝐂𝐇∗ 𝐝

𝐯
 )
𝐰𝐚𝐭𝐞𝐫

∗  ( 
𝐯

𝐝
 )
𝐚𝐢𝐫

      (5) 

where, ACH – air changes per hour (h-1); 
d- characteristic length of building (m); 
v- velocity of fluid (m/s). 
 
2.3.4 Dose 
The dose is a measure of the mass of the pollutant 
collected at a particular spatial location [12]. It is a 
function of time and inside pollutant concentration, 
therefore, as the concentration of pollutants in a room 
increases, the dose increases. To calculate the dose for 
each room, “Equation (6)” is used, which is the time 
integral of the concentration. To solve this integral, 
trapezoidal rule specified in “Equation (7)” [13] is used. 
The calculation considers the area under the curve, 
which is the dose. 

                   𝐝𝐨𝐬𝐞 = ∫ 𝐂(𝐭)𝐝𝐭
𝐭′

𝟎
                          (6)                    

where C (t) – inside room concentration at t, s (g/l). 
 

        ∫ 𝐟(𝐱)𝐝𝐱 =
𝐡

𝟐

𝐛

𝐚
(𝐟𝟎 + 𝐟𝐧 + 𝟐 ∗ ∑ 𝐟𝐢𝐧−𝟏

𝐢=𝟏 )      (7)   

where h- time step, (s); 
             f0 - Initial concentration in room (g/l); 
             fn- concentration in room at the end, t, s (g/l); 
             fi- concentration in room after t, s (g/l). 
 
2.3.5 Room Mean Age of Air  
The room mean age of air (RMA) determines the time 
required by the fresh air to reach any room from the inlet 
point. Lesser age suggests the fast provision of supply air 
in that room and vice versa. In case of the water table, it 
is assumed that the room is fully contaminated and the 
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incoming dye to be the fresh air. In this study, because 
the dyed water comes in, the concentration inside the 
room increases, that is why it is similar to a step-up 
experiment. It can be calculated using “Equation (8)” [14].  

           𝐭𝐚𝐠𝐞,𝐏 =
∫ 𝐭[𝟏−

𝐂𝐩(𝐭)

𝐂𝐩(∞)
]𝐝𝐭

∞
𝟎

∫ [𝟏−
𝐂𝐩(𝐭)

𝐂𝐩(∞)
]𝐝𝐭

∞
𝟎

                 (8)            

where tage,P -  Room mean age of air (s); 
             Cp (∞)-maximum concentration in room (g/l); 
             Cp(t) - concentration in room after t, s (g/l); 
             t – time frame (s). 
 
3. RESULTS AND DISCUSSION 
In this study, the dyed water that is entering the room 
represents air. Therefore, for ease of understanding flow 
development and explanation of metrics, the incoming 
dyed water is referred to as air. The flow patterns for 3-
bedroom apartment were documented and analysed 
and then the five above metrics were calculated for each 
room. The calculations were done considering the 
average outside and inside room concentration as shown 
in (Fig. 4). Moreover, understanding the airflow patterns 
for different rooms helped to relate the quantitative 
metric results. 

3.1 Visual flow pattern analysis 
The flow patterns along with the line diagrams observed 
for a 3-bedroom apartment are presented in (Fig. 5). The 
first frame is after 1 minute, which is the time when the 
air enters the room. Initially, it can be observed in (Fig. 5) 
that the flow patterns are similar in R1 and R3 as the 
number of windows, size and positions are same, except 
that R3 side window has a wing wall. However, after 1 
minute due to this wing wall, the air does not enter from 
the side window as that of R1, where the air also enters 
from the side window. As the air in R1 and R3 flows out 
from the side window and door, eddies are formed at the 
corners near the window on the windward side as seen 
in (Fig. 5b). For the dining, as there are two windows on 
the windward side and no barrier on opposite side, the 
air flows straight towards the living room. Because of this 
straight flow, eddies are formed between the area near 
the windows on the windward side, and at the left 
top/bottom corners of this room, as seen in (Fig. 5b). In 
R2, the air enters from the door and the window which is 
parallel to the flow direction so there is an eddy motion. 
Further, K gets ventilated due to the air coming from the 
P2 and P3, which leaves towards the windows in the 
utility room(U). For toilets (T1, T2, T3), windows are 
parallel to the direction of the flow and the doors are 
closed, so it takes longer time for air to reach these 
rooms. 

  
Figure 5: Flow patterns observed in a 3-bedroom apartment at 
the end of two time frames 
 

3.2 Percentage of Dead Spots  
The % DS goes on decreasing in all the rooms as the time 
proceeds. It can be observed in (Fig. 6a), that the %DS 
after 1min are maximum in R2, L, K, and U, as the fresh 
air has not reached these rooms. Whereas, the rooms 
which are in front get ventilated, diluting the 
contaminated air. The room D, despite having two 
windows has more % DS (91.7%) as compared to R1 
(88.7%) and R3 (90.3%), as there is no barrier on the 
opposite side which will stop the fresh air. Therefore, 
these straight flows creating eddies result in more %DS 
as shown in (Fig. 5). In case of R2, due to eddies as seen 
in (Fig. 5b), the %DS are higher (91%) than L (89.5%) 
which lacks cross ventilation.  

  
Figure 6: Percentage dead spots in all the rooms at the end of 
two time frames 

 

Further, if we consider that the outdoor air quality is 
good, then the rooms that have good indoor air quality 
(IAQ) are R1, D, and R3. This is because fresh air replaces 
the maximum contaminated air in these rooms. Whereas, 
the IAQ is poor in U because the air accumulating the 
contaminated air from R3, P3, and K is passed into this 
room.  
 
3.3 Absolute Ventilation Efficiency       
     AVE is maximum in the rooms which have window 
perpendicular to the direction of the airflow. It is 
maximum in the rooms which are on the windward side, 
i.e., R1, D, and R3, and same, i.e., 0.05 for R3, L, K and U 
after 1min, as seen in (Fig. 7a). As, these rooms are on 
the other side of the main source of fresh air supply, 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

23 

which can be seen in (Fig. 7a). In R2, due to recirculation, 
the efficiency is less (0.09) as compared to L (0.10) as 
seen in (Fig. 7b).  

  
Figure 7: Absolute ventilation efficiency in all the rooms at the 
end of two time frames 

Furthermore, the efficiency is very less, i.e., 0.05% for U 
until the air enters this room. Once, it reaches this room, 
i.e., at the end of 2 minutes, due to maximum windows 
the efficiency increases by 40%, as seen in (Fig. 7b). 
Moreover, as the area is small as compared to other 
rooms, it achieves maximum efficiency in a shorter 
period. Thus, the efficiency increases and pollutant 
concentration decreases, as the infiltration of fresh 
increases. Finally, it can be observed that windows on the 
windward side are more efficient in reducing the 
pollutant concentration. This is because of effective 
delivery of fresh air throughout the room. 
 

3.4 Air Changes per Hour  
The ACH is calculated for various rooms in the apartment 
having windows perpendicular, (i.e., R1, R2, K), and 
parallel (i.e., T1, T2, T3) to the direction of the flow. ACH 
for R1, R3, and K are different, as the supply conditions 
vary as explained in (Fig. 5). Further, it can be observed 
in (Table 2) that the ACH is nearly half for R1 than R3. The 
difference is more due to the varying outside supply 
concentration. For toilets, the ACH in water and air is 
maximum in T2 due to a maximum fresh air supply, 
whereas it is less in T1 and T3 as shown in (Table 2). The 
difference between the ACH for T1 and T3 is less, this is 
because the supply air concentration near the window is 
affected by the air coming out from the side window of 
R1 and R2 respectively. 
Table 2: ACH in water and air for different rooms of a 3- 
bedroom apartment 

Rooms ACH in water(h-1) ACH in air(h-1) 

R1 13.7 0.33 
R3 24 0.63 
K 54.1 0.4 

T1 65.8 0.52 
T2 113.2 0.5 
T3 17 0.85 

 
3.5 Dose 

In this case, it is considered that the incoming dye is 
polluted outdoor air which is undesirable and is trying to 
penetrate inside the room through the windows. It can 
be observed in (Fig. 8a), that after 1 min, as the polluted 
air has only reached R1, D, and R3 the dose is more, as 
compared to the rooms away from the source, i.e., 
rooms R2, L, K and U. As this polluted outside air starts 
penetrating inside the rooms dose increases and can be 
seen in (Fig. 8b). The dose is less where maximum eddies 
are formed as in case of R2, as explained in (Fig. 5b). It is 
also less when this polluted air is not able to uniformly 
spread in a room. If the room area is small and is exposed 
for a longer period, then the dose will be higher. This is 
the case for rooms T1, T2, T3 as seen in (Fig. 8b). 
 

  
Figure 8: Dose in all rooms at the end of two time frames 

Dose is a function of time and indoor polluted air 
concentration, so as the concentration increases, as seen 
in (Fig. 9), the dose increases. Thus, at the end of the 
experiment, i.e., maximum exposure time, the dose is 
maximum in R1, D, R3 as the polluted indoor air 
concentration is maximum, as seen in (Fig. 9). 
 

Figure 9: Rise in polluted indoor air concentration due to rise in 
outdoor polluted air concentration with time 

3.6 Room Mean Age of Air  
The results of RMA are presented in (Fig. 10). As RMA 
depends on the time required for fresh air to reach a 
room from the inlet point (i.e., a window on windward 
side), the concentration (i.e., fresh air) inside a room 
needs to be observed. Therefore, if we observe in (Fig. 
10), the age is less in the rooms like R1, D, and R3. This is 
because the rooms are near to the inlet point, receiving 
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maximum fresh air supply. Whereas, rooms like R2, L, K, 
and U are away from the windows on the windward side 
and will require more time to achieve uniform supply of 
fresh air. In case of R2, the age is more due to eddies 
formed in the room as seen in (Fig. 5b). The age is also 
more in toilets as their windows are parallel to the 
direction of the flow, taking more time for the room to 
achieve uniform supply of fresh air. Thus, lesser the RMA 
in a room, more is the supply of fresh and vice versa. This 
means that the contaminant concentration will reduce 
quickly in R1, D, and R3 as compared to the other rooms 
away from the inlet point. 

 

 
Figure 10:  Room mean age of air in all the rooms at the end of 
2 minutes 

4. CONCLUSION 
The water table is a simple and relatively inexpensive 
apparatus for visualizing the flow patterns in and around 
the buildings. In this paper, a methodology has been 
developed to quantify the flow patterns that are 
generated in water table apparatus in terms of existing 
ventilation metrics. A detailed methodology is developed 
for quantifying these metrics with the help of image 
processing data. This will be of utility for educational 
purposes, serving architects, energy consultants and 
practicing engineers. 
When the case of a 3BHK apartment was tested, the 
rooms which are near to the window on the windward 
side have the least percentage of dead spots, room mean 
age of air and higher air changes per hour as compared 
to the ones away from it. These rooms also have good 
indoor air quality due to the direct supply of fresh air. The 
air changes per hour are maximum in the rooms which 
are smaller in the area. However, the dose in these 
rooms is higher as the rooms are exposed to the 
incoming polluted outdoor air from the window for a 
longer period. Finally, it is concluded that the derivation 
of ventilation metrics with the current methodology 
gives physically realistic results, that agree with visual 
observation in the water table. 
Water table analysis can be used for two-dimensional 
airflow, as in case of high rise apartment buildings, where 
the air movement is through windows at the same level. 
It cannot be used when the level/ height of the windows 
varies within the room, or the model, or for large size 

windows where significant stack effect occurs within the 
window itself, or within the room.  

 
REFERENCES  
1. Omer, A. M. (2008). Energy, environment and sustainable 
development. Renewable and Sustainable Energy Reviews, 
12(9), 2265–2300. https://doi.org/10.1016/j.rser.2007.05.001  
2. Jomehzadeh, F., Nejat, P., Calautit, J. K., Yusof, M. B. M., 
Zaki, S. A., Hughes, B. R., & Yazid, M. N. A. W. M. (2017). A 
review on windcatcher for passive cooling and natural 
ventilation in buildings, Part 1: Indoor air quality and thermal 
comfort assessment. Renewable and Sustainable Energy 
Reviews, 70(November), 736–756. 
https://doi.org/10.1016/j.rser.2016.11.254  
3. Sundell, J. (2004). On the history of indoor air quality and 
health. Indoor Air, 14(7), 51–58. 
https://doi.org/10.1111/j.1600-0668.2004.00273.x 
4. Tham, K. W. (2016). Indoor air quality and its effects on 
humans—A review of challenges and developments in the last 
30 years. Energy and Buildings, 130, 637–650. 
https://doi.org/10.1016/j.enbuild.2016.08.071 
5. Royan, M. (2017). Simulating Natural Ventilation in 
Residential Building using Water Table apparatus. CEPT 
University.  
6. Norbert, L. (2015). Heating, Cooling, Lighting: Sustainable 
Design Methods for Architects. Wiley (Fourth).  
7. Toledo, A., & Pereira, F. (2005). Natural Ventilation due to 
wind action: practice knowledge against experimental airflow 
visualisation. International Conference “Passive and Low 
Energy Cooling for the Built Environment,” 1(May), 1109. 
Retrieved from 
http://www.inive.org/members_area/medias/pdf/Inive%5Cpa
lenc%5C2005%5CToledo.pdf  
8. VLC (Version 3.0.1). (2018). 
9. MathWorks. MATLAB (Version 9.3.US). (2017). 
10. Awbi, H. (1991). Ventilation of Buildings (First). E & FN 
SPON.  
11. Dockery, D. W., & Spengler, J. D. (1981). Indoor-outdoor 
relationships of respirable sulfates and particles. Atmospheric 
Environment (1967), 15(3), 335–343. 
https://doi.org/10.1016/0004-6981(81)90036-6 
12. Hainsohn, R. J., & Cimbala, J. M. (2003). Indoor Air Quality 
Engineering: Environmental Health and Control of Indoor 
Pollutants. New York: Marcel Dekker. 
13. Chapra, S. C., & Canale, R. P. (1990). Numerical Methods 
For Engineers. (A. T. Brown & S. Tenney, Eds.) (Second). 
Singapore: McGraw-Hill International Editions. 
14. Kwon, K. S., Lee, I. B., Han, H. T., Shin, C. Y., Hwang, H. S., 
Hong, S. W., … Han, C. P. (2011). Analysing ventilation 
efficiency in a test chamber using age-of-air concept and CFD 
technology. Biosystems Engineering, 110(4), 421–433. 
https://doi.org/10.1016/j.biosystemseng.2011.08.013 
 
 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

25 

Impact of Inlet Water Temperature on Cooling from Misting Fans: 
A CFD Simulation Study 

 
KAI ZHENG1, NYUK HIEN WONG1 

 
1Department of Building, National University of Singapore  

 
ABSTRACT: Non-atomizing misting systems have typically been employed to alleviate the problem of thermal heat stress 
among occupants and have been shown to be effective especially in temperate countries. However, its impact in tropical 
countries is not widely studied and it is the same for the impact of the water temperature on reducing air and skin 
temperature. Using CFD simulation models, this paper seeks to address these gaps. A Langrangian-Eulerian approach 
is adopted using the Steady K-Epsilon turbulence model and Discrete Phase Model in Ansys Fluent software. Inputs for 
misting spray and modelling human skin are adopted from other published papers, and Grid Independence studies are 
also conducted. The results show that Misting sprays can cool the air temperature by up to 4.5oC, based on a hot 
afternoon condition in Singapore and there is an almost linear relationship between water temperature and cooling 
effect. At 3m downstream from nozzle, a 45oC water temperature leads to neither decrease nor increase in air 
temperature. Skin temperatures can also be reduced by a maximum of 3oC. Due to thermal properties of water, even 
95oC water temperature only increases air temperature by less than 4oC. 
KEYWORDS: Evaporative cooling, Misting fan, Water temperature, Skin temperature, Urban Heat Island 

 
 

1. INTRODUCTION  
Singapore is a tropical country with high temperatures 
and humidity throughout the year. Being a densely 
populated city with a population of 5.4 million housed on 
a small land area of 719.1 km2, the Urban Heat Island 
(UHI) effect has been prevalent. The UHI effect is a 
phenomenon where urban areas tend to be warmer than 
their rural surroundings due to the replacement of 
building infrastructure over existing open land and 
vegetation [1]. Air-conditioning has been the most 
popular method to provide thermal comfort to the local 
population. However, air-conditioners have been found 
to consume large amounts of energy and are not 
environmentally friendly due to the use of refrigerants. 
This has led to the search of alternative means of 
countering the rise in temperatures, among which the 
use of misting sprays is one of them.  
The use of misting sprays for cooling the environment 
taps on the principle of evaporative cooling, where water 
absorbs heat when it evaporates due to its latent heat of 
vaporization. Such systems have been adopted primarily 
in temperate countries where there is greater wet bulb 
depressions and thus greater potential for evaporative 
cooling, including Japan [2] and India [3]. Satisfactory 
results have also been derived in environments with high 
humidity [4]. The misting spray systems consume less 
energy than typical air-conditioners and do not use 
environmentally aggressive refrigerants [5]. Other 
benefits include lower installation and operating costs.  
Different parameters that affect the degree of 
evaporative cooling from such systems, like nozzle size 
and pressure, have been studied in other papers [6][7]. 
However, the impact of the inlet water temperature has 

only been mildly explored [16], and there is a research 
gap on how extreme water temperatures affect cooling. 
This study seeks to address this gap based on the impacts 
on the outlet Dry Bulb Temperature (DBT) and the 
temperature on the human skin, based on a 
Computational Fluid Dynamics (CFD) study.  
 
2. METHODOLOGY 
Many variables from the air, water and system-side play 

a role in determining the cooling effects of a misting fan. 
These variables include inlet air velocity, water pressure, 
and other factors. This paper will focus on studying the 
inlet water temperature (Tinlet) and its impact on ambient 
air temperature, using computational fluid dynamics 
(CFD) simulations.  
 
2.1 CFD 
This study uses the commercial CFD software, FLUENT 
version 18.2, and is set up in a Langrangian-Eulerian 
frame. A steady Reynolds-averaged Navier-Stokes (RANS) 
turbulence model is employed for the wind flow in 
Langrangian frame, with unsteady particles introduced 
into the domain through the Discrete Phase Model (DPM) 
for the Eulerian frame. A steady-state simulation 
assumes that the solution is non-time-dependent, and 
the two-equation realizable K-Epsilon model with 
standard wall function is adopted for the turbulence 
model for its economic approach in computing complex 
turbulent flows. The realizable model differs from the 
standard model in that the turbulent viscosity is now a 
variable, and a new transport equation is adopted for the 
dissipation rate. The K-Epsilon model has been shown to 
be inaccurate for flows that separate under adverse 
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pressure gradients, which is not the case in this study. 
Further, the standard wall function is adopted since near-
wall treatments are not as critical in this study. In 
addition, the species transport model is used, carrying a 
mixture template of water-vapor, oxygen and nitrogen. 
Since no chemical reactions are studied for this paper, all 
other options are not adopted.  
 

2.2 Modelled Room  
     This study assumes a simple 10m by 10m room for its 
boundary condition and is 3m in height. No furniture or 
other objects are modelled that may obstruct wind flows, 
except for a human head which is modelled as a sphere 
as shown in Figure 1. The sphere measures 20cm in 
radius, and its thermal properties are typical to that of 
human skin so that cooling effects on skin temperatures 
can also be studied. The thermal properties are shown in 
Table 1 below.  

 
 Figure 1: Schematic of CFD model 

 
Table 1: Thermal Properties of Human 

Property Value Reference 

Skin Conductivity 0.293 W/(m-K) [8] 

Specific Heat 3470 J/(kgoC) [9] 

Mass of human head 4.5 kg [10] 

 
     The room is modelled to have 0.2m thick aluminium 
sides and top with a ‘temperature’ thermal condition, 
having a default value of 26.85oC, and a ‘reflect’ DPM 
condition with particle-wall heat exchange turned on. 
The ground is set to have an ‘escape’ DPM condition that 
is reminiscent of a previous study [3] where fins are 
placed to allow unevaporated water to drain out of the 
room rather than form puddles of water on the floor. 
     Wind flow is in the x-direction, measuring 0.5 m/s 
wind speeds and 5% turbulent intensity from the inlet 
boundary. The environmental conditions in the room are 
30oC and 58% RH - values which are typical of hot 
afternoons in Singapore. An ‘escape’ DPM condition is 
also used for the ‘outlet’ boundary.  
     Finally, a ‘coupled’ thermal condition is used for the 
solid face and face shadow, with wall thickness of 0.2m 
and ‘human skin’ material as set out in Table 1. The 
‘coupled’ option calculates heat transfer directly from 
the solution in the adjacent cells, so no further conditions 
need to be inputted. The DPM condition is set to ‘reflect’ 
as it resembles the actual conditions where water 

droplets reflect off human hair and skin, with particle-
wall heat exchange turned on.  
 
2.3 Mist Spray  
     Like mentioned above, the DPM model is used for 
modelling the misting spray. Wind flow is first run to 
convergence without the introduction of the spray, 
before DPM is turned on and updated at every 10 
iteration intervals with unsteady particle tracking. The 
particle time step size is chosen to be 0.05s, a value 
sufficiently small to advance the particles accurately; and 
the number of time steps chosen as ‘1’ so that droplets 
do not penetrate the domain too quickly. Stochastic 
collision, coalescence and breakup models are all turned 
on since these processes are largely dominant in a typical 
misting spray.  
     For the injection, a single hollow cone spray is placed 
in the room at coordinates (0, 5, 2.5), spraying in the x-
axis direction. The material used in the spray is water 
liquid, and its diameter distribution follows that of the 
Rosin-Rammler distribution [11]. The range of droplet 
sizes is divided into several discrete intervals, each 
represented by a mean diameter to calculate the droplet 
trajectory. The Rosin-Rammler distribution assumes an 
exponential relationship exists between droplet 
diameter and mass fraction of droplets with diameter 
greater than d, and is given by  
 

                                 Yd = e – (d/đ)n                                                     (1) 
 

Where,  
Yd = mass fraction of droplets diameter greater than d 
đ = size constant  
n = size distribution parameter  
 
     In this study, the inputs for the water droplets are set 
forth in Table 2 and is based on a previous study [3]. The 
velocity of the water jet is set as 10 m/s, with cone angle 
15 degrees, and the mass flow rate is set as 0.05 kg/s. 
There are 20 diameters and 300 streams – both values 
recommended by another CFD study [6]. The 
vaporization model adopted is the convection/diffusion-
controlled one, that is suitable for high vaporization rates 
where the convective flow becomes important. This 
contrasts with the diffusion-controlled model where the 
vaporization rate is slow and hugely governed by 
gradient diffusion.  
     For the physical models, a Dynamic-drag model is used 
for Drag law. Since the Weber number in this study is 
large, the droplet shape is likely to distort and resemble 
more closely to that of a disc than a sphere, having 
significantly higher drag. The dynamic drag model is used 
in this study since it accounts for droplet distortion. 
Likewise, since this study is a high Weber number flow, 
the ‘Wave’ breakup model is used. The children particles 
are considered in the same tracking step.  
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Table 2: Droplet properties for Rosin-Rammler distribution 

Property  Value 

Min. Diameter 7.4 e-5 (m) 

Max. Diameter 5.18 e-4 (m) 

Mean Diameter 3.69 e-4 (m)  

Spread Parameter 3.67 

 
2.4 Grid Independence 
In all CFD simulations, it is good practice to conduct grid 
independence studies to ensure that the solution does 
not change as the mesh resolution changes. For this 
study, three grids were generated through a grid 
refinement process, where the first grid consisted of 
700k cells (Coarse), the second grid with 1.3 million cells 
(Medium) and the third grid with 2.27 million cells (Fine). 
For all three grids, a local mesh sizing is adopted to 
provide a maximum 0.1m element size at the ‘face’ area, 
while a cut-cell assembly meshing is used for the other 
areas. For consistent reporting of the grid-independence 
results, the grid-convergence index (GCI) that is based on 
generalized Richardson Extrapolation is used for this 
study [12].  
Richardson Extrapolation assumes discrete solutions f to 
have a series representation, in grid spacing h. By 
combining two separate discrete solutions, f1 and f2, a 
more accurate estimate of f can be derived. Where a grid 
doubling is conducted, the grid refinement ratio is 2 and 
this allows a simplified equation where:  
 
                        f [exact] = 4/3f1 – 1/3f2                        (2) 
 

     However, to use Equation 2, the values of f1 and f2 
must be taken from the same points. In this study, the 
points are taken from three scenarios – at 3m 
downstream, 9m downstream and for the front and back 
of the face. The error in a fine grid solution, f1, is then 
approximated by comparing to a coarse grid f2, and is 
defined as  
 

                              E1
fine = Ɛ / (1-rp)                 (3) 

 

                              GCI = Fs E1
fine                 (4) 

Where,  

Ɛ = f2 – f1 
r = refinement factor 
p = formal order of accuracy of algorithm  
Fs = Factor of safety (1.25 in this study) 
 
The order of accuracy, p, can be calculated using three 
solutions with constant r, as below:  
 
                        P = ln ((f3-f2)/(f2-f1)) / ln (r)                (5) 
 

Finally, by comparing two GCI values over three grids, the 
asymptotic range of convergence can also be computed 
as follows:  
                             GCI23 = rp GCI12                         (6) 
 
Using the above equations (2-6) and air temperature 
values taken from centre point of 9m downstream 
contour, the grid convergence results can be summarized 
as shown in Table 3:  
 
Table 3: Values for calculating GCI and Asymptotic Range 

F1 F2 F3 p 

28.96 28.85 28.94 0.2895 

 
GCI12 

 
GCI23 

 
Asymptotic 
Range 

2.6213 2.1380 0.997 

  
Since the asymptotic value is approximately one, this 
indicates that the solutions are well within asymptotic 
range of convergence and we can say the cooled air 
temperature has an error band of 2.62%. The Coarse grid 
of 700k cells is thus adopted for this study.  
 

2.5 Experimental Measurements 
The study seeks to establish the impact of water 
temperature on evaporative cooling, and thus the water 
temperature is varied from 10oC to 95oC, at 5oC intervals. 
Three main sets of results are then extracted for the 
study – at 3m downstream, 5m downstream and 
front/back face temperatures. For the 3m and 5m 
downstream profiles, five points of measurement are 
taken at equivalent distances from each other and this is 
represented in Figure 2 as an example. For the modelled 
face, only one measurement point is taken per side, at 
the centre-point, as shown in Figure 3.  

 
Figure 2: Points of measurement for cooled air temperature 
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Figure 3: Temperature profile for modelled face 

 
3. RESULTS AND DISCUSSION  
3.1 Air Temperature 
The impact of different water temperatures on the 
resultant air temperatures are shown in Figures 4 & 5, 
separated by whether the water temperatures are above 
or below the inlet air temperature. The temperatures are 
plotted against the height position like marked in Figure 
2. As seen from Figure 4, the main area of cooling occurs 
between 2m and 2.5m height, with the greatest cooling 
of about 4.5oC occurring for the 10oC water temperature 
case. Even when the water temperature is the same as 
the inlet air temperature, an approximate 1.3oC 
reduction in temperature is still achieved. In fact, as seen 
in Figure 5, even a water temperature 5oC higher than 
inlet air temperature can produce a 0.5oC cooling. 
Interesting to note from Figure 5 is that even water 
temperatures as high as 95oC only increases the air 
temperatures by less than 4oC.  
 

 
Figure 4: Temperature Contour for 3m downstream (Water 
Temp values below Air temp) 

 

 

Figure 5: Temperature Profile for 3m downstream (Water 
Temp values above Air Temp) 

 
Similar results can be seen even at 5m downstream from 
the nozzle, and the results are shown in Figures 6 & 7. 
Likewise, the rise in air temperature is only about 2oC 
even with the hottest water temperature. The main 
difference, however, is at the height where cooling 
occurs, where it is now at 1m to 1.5m due to gravitational 
effects. Further, the degree of cooling is expectedly less 
at 5m downstream than 3m. This can be explained by 
looking at the remaining mass of water droplets where 
more evaporation would have happened upstream, and 
the available mass of droplets is less at 5m downstream 
and thus, less heat transfer will take place. This is evident 
from the equation from the latent heat of vaporization:  
 

Q = mL                (7) 
 

Where, 
Q = heat absorbed/released (J) 
M = mass of water droplets (kg) 
L = latent heat of vaporization (22.6 x 105 J/kg) 
 

As the mass of water droplets decrease, the amount of 
heat absorbed subsequently also decreases since the 
latent heat of vaporization does not change. 
 

 
 Figure 6: Temperature Profile at 5m downstream (Water 
Temp below Air Temp) 

 

 
Figure 7: Temperature Profile at 5m downstream (Water Temp 
above Air Temp) 
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Figure 8 shows the relationship between the reduction in 
DBT and the inlet water temperature, taken from the 
centre point, 1.25m height, from 3m downstream. Even 
at such high-water temperatures, cooling still exists 
possibly due to the significantly larger heat absorbed 
from the latent heat of vaporization compared to the 
sensible heat exchange [13]. Understandably, the 
amount of cooling decreases with increasing water 
temperature, and this is shown in Figure 8 as having an 
almost linear relationship with a R2 value of about 0.92. 
Closer to human height, the reduction in DBT plotted in 
Figure 9 is taken from a height of 1.8m, likewise at 3m 
downstream. A similarly linear relationship exists with a 
R2 of about 0.93. A negative drop in DBT as shown in 
Figure 9 means that the DBT increases from the sensible 
heat exchange between water droplets and air.  
These results can prove useful for urban planners in 
determining the appropriate water temperatures to use. 
Like air-conditioning cooling towers, the spraying of 
water can pose diseases like Legionella, and a higher 
water temperature can potentially alleviate this problem 
at the expense of decreased cooling. This study can be 
used as a guide to strike that balance. For non-atomizing 
nozzle sprays, this study can also provide insights to 
balance energy use with the degree of cooling in DBT. For 
example, looking at Figure 8, cooling the inlet water 
temperature from 30oC to 20oC provides only a 0.1oC DBT 
reduction, and it is thus unwise to adopt such a measure 
since it is a relative waste of energy. It should be noted, 
however, that these results will differ from other 
atomizing sprays where water droplets are significantly 
smaller in size, since the evaporation rate is significantly 
quicker, and the mass flow is typically much lower to 
achieve those sizes.  
 

3.2 Human Skin Temperature 
Like mentioned in section 2.2, the human face is 
modelled as a sphere in this study, with the heat 
conductivity value like human skin. Thus, it should be 
noted that the temperature values are more typical of 
skin temperature rather than the human body core 
temperature. This temperature is plotted against the 
different water temperatures and shown in Figure 10. 
The ‘front’ is defined as the side of the sphere that is 
facing the nozzle, and the ‘back’ is otherwise. In this case, 
the difference in temperatures are not significantly 
differently, and even at high water temperatures, the 
skin temperature never rises above the inlet air 
temperature of 30oC. Adapting conditions in Singapore, 
the average tap water temperature is about 25oC and this 
indicates a face temperature of about 28.4oC.  
 

 
Figure 8: Reduction in DBT plotted against different water 
temperatures at 3m downstream 
 

 
 Figure 9 Reduction in DBT with varying water temperatures at 
1.8m height 3m downstream 

 
The modelling of skin temperature can potentially aid in 
more accurate evaluations of thermal sensation and 
thermal comfort, by relating both variables to the mean 
skin temperature (Tsk). The mean skin temperature is 
shown in Equation 8 [14]:  
 

Tsk = 0.06tforehead + 0.08tupperarm + 0.06telbow + 0.05thand +          
0.12tback + 0.12tchest +0.12tabdomen + 0.19tthigh + 0.13tcalf + 

0.07tfoot    (8) 
 

A clear correlation has also been established in prior 
study relating Tsk to thermal comfort levels [15]. However, 
it should be noted that the study was conducted in China 
in an indoor environment under sleeping conditions and 
is vastly different from this paper that studies outdoor 
environments in street canyons. Further, only the face 
temperature is modelled in this study, and future studies 
can seek to measure skin temperature at more 
measurement points and derive a more comprehensive 
mean skin temperature.  
 

y = -0.0953x + 5.0674
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Figure 10: Change in face temperature with varying water 
temperature 

 
4. CONCLUSION 
Using CFD simulations, this paper has studied the impact 
of changing the inlet water temperature on the reduction 
in air temperature and human face skin temperature. A 
wide range of water temperatures were studied, from 
10oC to 95oC, and results have shown that there is a linear 
relationship with the change in DBT. As water 
temperature gets cooler, more cooling in the DBT is 
expected, but only at a relatively low rate depending on 
the points of measurement. Even at its greatest cooling, 
the difference in DBT cooling between using 20oC water 
and 30oC water is only about 1oC, due to the thermal 
conductivity properties of water. Relatedly, even 
extremely hot water temperatures only warm the DBT by 
less than 4oC. Thus, this paper can provide guidelines for 
urban planners to balance cooling or warming the water 
temperature for greater cooling or alleviating the 
problem of legionella. The mean skin temperature is also 
a good indicator for thermal comfort, and this paper has 
provided insights to how the face temperature changes 
with different water temperatures.  
Future studies should seek to model the whole human 
body to provide more comprehensive insights into the 
mean skin temperature change and its relevance to 
thermal sensation and comfort. In addition, similar 
methodologies can be conducted for atomizing sprays 
that do not produce ‘wetness’ upon contact with human 
skin since such sprays are significantly different from the 
sprays used in this paper. 
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ABSTRACT: In 1930’s, the Jewish modernist architects, who travelled to Europe to study returned to the country. They 
discussed the influence of local climate on the building design. The climatic adaptation of these buildings was based 
merely on the Architecture itself. Environmental aspects, such as natural ventilation and shading, were a significant 
part in the architectural discourse and practice. The solutions provided sometimes were based on research and 
sometimes on common sense. Despite the efforts, these solutions have been never properly evaluated to confirm if they 
are indeed performing as expected. Lack of strict testing has been due to the absence of methods and tools to carry out 
these tests, especially spatial tools. However, today we can assess the thermal performance of the building by using 
novel computer models, and presenting the results on the space itself through spatial maps. This study will focus on the 
climatic performance of residential buildings in the 1930’s, which were built in Tel-Aviv in the International style. It will 
examine these buildings in terms of their ability to achieve thermal comfort. It will also question the intentions of the 
architects and the effectiveness of their architectural solutions in order to maintain comfortable conditions in the 
buildings.  
KEYWORDS: Thermal Comfort, Adaptive Thermal Maps, the International style. 

 
 

1. INTRODUCTION  
The paper assess whether the architectural solutions, 
guidelines and guidance, which architects and 
professionals set, wrote and hypothesized in 1930's, 
provide a comfortable internal environment on buildings 
built during the International style movement in Tel-Aviv. 
At that time, the leading modernist architects discussed 
the subject of adaptation to local climate conditions and 
its influence on the building design [1]. This adaptation 
was based merely on architectural features, since there 
were no mechanical systems to improve thermal comfort 
conditions in the buildings. Despite the original 
intentions and statements, the buildings themselves 
have been never properly evaluated in order to 
understand if they indeed were comfortable for the 
residents. Today the option of field measurements and 
monitoring is not possible because of the changes these 
buildings have undergone over the years, mainly by the 
introduction of AC systems. However, today we have 
novel computer models, which can provide spatial 
mapping of thermal comfort conditions. These tools 
allow us to recognize the different behaviour of each part 
of the space, especially when it comes to passive building. 
Using these models will make possible to understand the 
relation between architectural features and the Thermal 
Autonomy (TA) achieved in the building [2]. TA results of 
two buildings will be presented. They show that the 
buildings performance is more oriented towards summer 
time (80%-100% TA) and less on the winter (12%-45% TA) 
(Tables 1 and 2).  

2. BACKGROUND 
In the early 1930’s, many Jewish architects who have 
gained their academic degrees in Europe have returned 
to the country. They were deeply influenced by the 
modern architectural movement [3]. At that time, the 
population of Tel Aviv grew due to the large waves of 
migration, which have increased the level of the 
construction industry in the city. The International style 
and the principles of the modern movement were 
reflected by most of the buildings built in Tel Aviv at the 
time [1].  
 
In those years, the International style began to spread 
throughout the world as a global movement. This led the 
modernist architects in general to show interests in local 
building and climate conditions. In the country the 
architects wrote about the need to adapt the 
International style to the local climate conditions. They 
suggested solutions, hypotheses and rules of thumb 
about the way architecture should deal with those 
adaptations. This knowledge was only an approach when 
the discourse begun. The architects mainly focused on 
natural ventilation and shading as strategies to deal with 
the heat stress, while winter time was less considered an 
issue to deal with. From the building perspective and its 
envelope, the buildings were built of the most common 
materials of the period, concrete and silicate bricks 
(Uvalues for wall and roof are 2.1 and 3.2 W\m2K 
respectively). Lacking insulation materials, which can 
improve the thermal performance of the buildings, 
architects implemented mainly shading and natural 
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crossed ventilation as main strategies to deal with 
climate issues. They used concrete awnings, reduced the 
number of openings and oriented the windows to the 
West (prevailing winds) and balcony balustrades (Fig. 1). 
The most popular element is the sun balcony, which had 
played an important role, both climatically and socially [1, 
4]. 
In terms of the residential unit, the architects tend to 
locate the apartment rooms in the west and the 
bedrooms in the east to maximize their exposure to the 
sun [5]. They also divided the apartment into two areas 
according to the prevailing wind direction to improve 
their ventilation conditions: bedrooms and toilets to the 
east and kitchen, living room and balcony to the west (Fig. 
2).  
 

   
Figure 1: Shading and Ventilation, 1934 [6]. 

 
 

Figure 2: Function and Ventilation, 1937 [7]. 
 
2.1 Existing literature  
The residential buildings of the International style have 
been studied extensively from various aspects as part of 
the architectural practice in the country: historical, 
ideological and national meanings, analysis of 
architectural elements, and even the adaptation of the 
style to local climatic conditions [1, 4]. Moreover, also 
investigating the climate performance of the 
International style buildings through computational 
analysis of energy consumption [5, 8]. Despite of the 
wide historical knowledge, essential information is still 
missing which is related to the thermal performance of 
these buildings and the thermal comfort of their passive 
environments. 
 

2.2 Adaptive comfort model  
This paper refers essentially to two fields, history and 
sustainability. The research is based on examination of 
building's thermal performance, and how the local 
climate had impacts on the style and on the practice of 
architecture in a time where the use of active mechanical 
systems was absent. It uses innovative tools to examine 

the sustainability of historical buildings. It is based on the 
Adaptive Comfort Model (ACM), which gives us the 
ability to examine passive and natural ventilated 
buildings [2, 9] (Fig. 3).  
 

A 
 

B 
 

C 
 

Figure 3: Adaptive Comfort Model. A: Original Plan; B: 
Current Adaptive Comfort Graph Representation; C: Whole 
Space Adaptive Comfort Map. 

 
The ACM is based on studies that examined the thermal 
comfort of occupants within their natural, passive 
environment. One of the aspects that distinguish this 
method is its reliance on the fact that the user has the 
ability to control and change the conditions of the space. 
The ACM is influenced by two main variables, the 
operative temperature and the average external 
temperature. In addition, it takes into account the 
physical, cultural and personal factors, and also the 
expectation of the occupants [10, 11]. 
This study uses advanced and contemporary methods of 
spatial mapping that present the results on the space 
itself and enable to assess quantitative and qualitative 
the climatic performance of the residential unit. Current 
representation methods (Fig. 3B) display a value of just 
one point in space, without giving a good indication of 
the whole space performance. A spatial representation 
method, on the contrary, allows to fully understand the 
performance of the whole area and then, differentiate its 
potential and flaws (Fig. 3C) [10]. 
 

3. METHODOLOGY 
This study focused on the examination of the TA in 
residential units. Two residential buildings are presented 
as case studies. The study explored the architects’ 
considerations of the climatic conditions in the design 
process of the residential buildings. Each building 
stresses different characteristics. Several apartments 
were selected from each building for testing their TA by 
computerized simulation tools, and presenting the 
results though spatial maps. For each case study and 
their closed environment, a schematic three-dimensional 
model has been built in the software Rhino, using the 
Ladybug + Honeybee (LB+HB) extensions to the 
Grasshopper environment [12]. The simulation engine of 
the model is the robust hourly dynamic model 
EnergyPlus developed by the US Department of Energy 
[13]. 
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The evaluation process is divided into three stages: 1) 
Building geometry modelling and properties definitions 
(Fig. 4). The stage includes defining thermal zones (rooms) 
that compose each representative apartment, and 
specifying the construction materials for each thermal 
zone. Various properties regarding issues like infiltration, 
loads, schedules for opening or closing windows and 
shutters, number of persons by apartment area, hours of 
operation, etc. are defined at this stage as well. These 
properties were defined according to the common 
conditions of the period. 2) Energy simulation based on 
the local climate file. In this part, the adaptive and spatial 
calculations are performed by LB+HB. 3) Creation of the 
spatial maps for evaluating the TA for each space and 
apartment. For reducing the amount of maps and in 
order to create representative maps of the major 
seasons of the year, the research focuses on the typical 
hot week (26.09-02.10) and the typical cold week (08.03-
14.03).  
The TA spatial map of this study represents the percent 
of time when space meets or exceeds passive 
requirements and criteria. The criteria refer to the 
European standard EN 15251, comfort class 2 (±3⁰C). 
From this map, the climatic performance of the 
apartment can be quantitatively and qualitatively 
assessed. It is possible to quantify the adaptive comfort 
of the room, by the comfort percentage. But also, by the 
colour scale, to discern which parts of the room are more 
or less comfortable for the occupants, such as in an area 
close to the window or away from the envelope (Fig. 5). 
The same color range scale was used for both seasons in 
order to compare between winter and summer thermal 
maps. 
These outcomes enable us to understand the 
relationship between the comfort percentages, 
according to their spread in the unit areas and the 
architectural elements of the building. 
 
3.1 Case Studies 
The two buildings which will be presented represent two 
ideological approaches: public housing (Meonot HOD), 
and private residential building (Engel House). The first, 
Meonot HOD (Figs. 6-9), by Sharon (1933-1934). The 
chosen building is part of a cluster of three buildings (Figs. 
6, 7-building O’). The architectural characteristics related 
to climate adaptation are expressed in two aspects: The 
layout, which allows better ventilation and sun exposure 
and the residential units themselves, which mainly refer 
to the internal organization according to the desired 
direction of the wind. The apartments are organized, 
mainly suggesting that the bedrooms need to be placed 

in the east and the living rooms to the west according to 
the prevailing wind, while recommending a balcony on 
the west side for shading. 
Three representative apartments were chosen from this 
building for evaluation. One is a typical Western unit (O1). 
Its internal organization is based on the general trend, 
apartment rooms in the west and bedrooms in the east, 
with an emphasis on creating connections and openings 
between the eastern and western directions for cross 
ventilation. The other two apartments, are southern 
oriented (O2 and O3) (Figs. 7-8). O2 is located in the 
northern part and O3 in the southern part of the building. 
Both have the same internal organization but mirrored 
and with different treatment of the envelope.  
 

 

1.Bedroom – Children 
2.Bathroom 
3.Bedroom – Parents 
4.Living room 
5.kitchen 
6.Corridor 

Figure 4: Typical geometry model according to spaces which 
also represent thermal zones. 

 
 

Figure 5: Thermal Autonomy map for an apartment in the 
Meonot HOD Building. 

 

 
Figure 6: Meonot HOD cluster. 
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Figure 7: Meonot HOD, Building O'. 

   

O1 O2 O3 

Figure 8: Meonot HOD. Apartments selected for evaluation. 

   

A B C 

Figure 9: Meonot HOD. A- O1, west deep balcony [14]. B- O2, 
south deep balcony. C- O3, south narrow balcony. 

 
Figure 10: Engel House Building. 

 
 

E1 E2 

Figure 11: Engel House. Apartments selected for evaluation. 

 
  

A B C 

Figure 12: Engel House. A- E1, west thick wall & E2, south thick 
wall [15]. B- E1, film windows [14]. C- E2, Wide openings and 
deep balcony. 
 

 

The second building, Engel house (Figs. 10-12), by 
Rechter (1933). It represents the construction on pilotis 
that was very common at the time. In addition to the 
stylistic influence of Le Corbusier, there are also climatic 
considerations regarding two aspects: natural ventilation, 
achieved on the western wing of the building, and strong 
use of shading elements, bumps around the windows for 
shading and to emphasize the horizontal lines on the 
front. Two representative apartments were selected in 
this building (Figs. 10-11). One, a Western unit (E1), was 
chosen because of its typical orientation, as was 
customary at that time. The second, a southern unit (E2), 
that presents a different orientation, south-north. Unit 
E1 is larger in size than E2, as well as it has three facades 
(East, South and West), whereas E2 has only two (North 
and South). The internal organization is not based on the 
trends applied at that time. 
 

4. RESULTS 
The three apartments of Meonot HOD, produce a 
comfortable internal environment in summer time and a 
less comfortable winter environment. This is consistent 
with the intentions of the architects at the time, who 
were mainly engaged towards the summer. In many 
cases, the difference in the thermal performance of the 
units in both seasons is due to the treatment of the 

envelope that contributed to the summer performance 
but impaired its function in the winter. For instance, the 
west deep balcony (Fig. 8, 9-A) of unit O1 blocks the 
direct radiation, and improved the conditions of the 
internal environment especially of the kitchen in the 
summer but prevented passive solar heating in the 
winter that led to uncomfortable environment (Fig. 13).  
 

  
Figure 13: Meonot HOD, Unit O1, 13:00. Left: summer, Right: 
winter. 

 

The way the architect treated the envelope and 
especially the different types of balconies in the south 
façade of the two southern units (O2, O3) have led to 
different TA results mostly in the winter (12%, 32%), 
(Table 1). As the narrow balconies of unit O3 (Fig. 9-C) 
allows the sun's rays to increase the temperature of the 
bedrooms in the south, the deep balcony of unit O2 (Fig. 
9-B) blocks the direct radiation from heating the kitchen 
and the living room. The deep balcony of O2 led to more 
comfortable conditions in summer at the southern 
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rooms, than those of O3 especially at the areas near the 
windows (Table 1). It can be seen that the western unit 
(O1), which is directed and organized according to the 
general assumptions of the architects, does not show the 
highest comfort rates in the typical hot week compared 
to the other two southern units (O2 and O3) (Table 1). 
But it works best in the cold typical week with the highest 
comfort percentage. This shows that the architects' 

assumptions regarding the West-East orientation are not 
unequivocal. In other words, even though the TA of the 
Western unit is good most of the day, the South oriented 
apartments show a better performance in summer. 
However, in winter time the West oriented apartment 
performs better than the other two (Table 1). 
 

 

Table 1: TA maps for summer and winter, whole day. Three 
units of Meonot HOD, O1-west, O2-south, O3-south. 

 

Table 2: TA maps for summer and winter, during a whole day. 
Two units of Engel House, E1-west, E2-south. 

  
 

 

 

 
Figure 14: Meonot HOD Building. Thermal Autonomy (TA) 
Summary. 

Figure 15: Engel Building. Thermal Autonomy (TA) Summary. 

 

O1, O2 and O3 perform differently in summer (Fig. 14). 
In the early morning hours until 9:00, O2 and O3 units 
indicate lower TA conditions than O1. From 11:00 AM, 
O1's TA conditions are declining (under 40%) while O2 
and O3 apartments show high TA percentages. In the 
winter, the three apartments perform similarly. The early 
morning hours are less comfortable and from noon there 
is an improvement in the TA percentage. When O1 is the 
most comfortable unit, O2 is the least comfortable unit 
and O3 describes a moderate state. This stems mainly 
from the orientation, but also from the architectural 
elements through which the architect handled the 
various orientations. 
 
The two apartments of Engel house produce a 
comfortable indoor environment in the summer in 
general, and a less comfortable in winter, as the 
intentions of the architects at the time. Such as, the thick 
wall and the type of the openings in the west façade, the 

architect used film windows (narrow long windows) that 
are shaded by bumps around them as thick wall (Fig. 12- 
A, B). Though, they do not block the direct radiation in 
the summer, which increases the temperature in the 
space and then decreasing the comfort, especially in 
areas close to the windows (Table 2). In contrast, this 
treatment of the western facade improves the thermal 
comfort conditions in the winter, when the film windows 
allow direct light to reach the space and the thick wall 
improves the thermal mass and its ability to gain heat 
during the day and to release it during the night, thus 
improving the comfort percentage which led to a more 
comfortable environment. But the thick wall at the south 
façade of unit E2 combined with a deep balcony and wide 
windows (Fig. 12-C) caused, on the one hand very high 
TA in the summer (100%) by blocking the direct radiation 
and improving the thermal mass function through delay 
the heat transfer, but it caused very low TA in the winter 
(13%). The deep balcony and the thick wall created an 
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isolated area that prevented the unit rooms to gain heat 
and thus to an uncomfortable environment (Table 2). It 
can be seen that the western unit (E1), which is directed 
and organized according to the architects' general 
assumption (although it does function well in the 
summer), does not indicate the highest TA in the hot 
typical week compared with the southern unit E2. But it 
has the best performance in the typical cold week with 
relatively high comfort percentages (E1-47%, E2-13%). 
This shows that the architects' assumptions about the 
Western reference are not unequivocal, and especially 
towards the season they aimed at. 
The two units E1 and E2 describe a different situation in 
the summer. While the southern E2 unit maintains an 
almost uniform and very high TA, the western E1 
describes a more variable behavior. In the early hours of 
the morning, until 9:00, E1 points to lower TA percentage 
(about 85%), which is due to a lower operative 
temperature than the comfort zone. Between 9:00 and 
14:00 the unit indicates higher percentages. From 14:00 
until 16:00, the values decrease. This is due to operative 
temperature above the comfort zone due to the direct 
radiation that enters the space through the film windows 
on the western side. In the evening the comfort 
percentages are on the rise and this is probably due to 
the release of heat from the mass and the purge night 
ventilation. In the winter season, the two units describe 
similar behavior. The morning hours are less comfortable, 
and from 10:00 the TA improves. Unit E1 is being the 
most comfortable and E2 less comfortable with large 
differences especially in the afternoon and evening hours 
(Fig. 15). This stems mainly from the orientation, but also 
from the architectural elements through which the 
architect uses for each front. 
 
5. CONCLUSION 
In general, it can be seen that architects in the 1930’s 
were, in most cases, able to produce residential units 
with comfortable interior environments during the 
summer season. Nevertheless, they were less 
comfortable during the winter. This statement suite the 
architects' discourse, directed mainly to the hot season. 
The architectural elements play an important role and 
affect the way the unit performs. Units having the same 
orientation but different treatment of their envelope 
have indicated different TA performance. In most cases 
the architectural elements, as balconies and openings etc. 
that were useful in the summer have harmed the unit's 
thermal performance in the winter. It can be concluded 
that architects who used architectural elements to 
protect residential units from the sun did that in a very 
strict way. In many cases these considerations led to very 
high comfort percentages during the summer but it 
produced cold and uncomfortable environments in the 
winter. 

The recommended orientation by most of the architects 
(east-west) achieve lower TA percentages relative to 
south-north units, especially in the summer. However, in 
the winter it indicated the highest comfort rates. 
The proposed methodology and results obtained provide 
an additional layer of knowledge in the understanding of 
the history of the Israeli-architecture and understanding 
of the climatic performance of the buildings as an 
integral part of their research and documentation 
process. 
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ABSTRACT: This case study applies life-cycle assessment methods to the preliminary design of an office building in order 
to quantify the benefits achieved when reusing its load-bearing components. Results show that the production of the 
load-bearing system would account for 40% of the global warming potential indicator. The slabs are responsible for 
65% of the environmental impacts among all structural elements and should be considered for reuse first. Compared to 
traditional constructions built from first-use material, a fictitious reuse of undamaged load-bearing components over 
three consecutive use cycles would reduce the global warming potential indicator by 25%. The global warming potential 
of reuse is eventually computed according to three repartition methods, highlighting the need to separate the life-cycle 
footprints related to production, use, and end-of-life more systematically. 
KEYWORDS: Building life cycle assessment, Net zero energy building, Reuse. 

 
 

1. INTRODUCTION 
The reduction of the environmental footprint of buildings 
is of great importance because they are responsible for 
42% of final energy demand and 35% of greenhouses 
gases emissions [0].  
The prevalent strategy consists in minimizing the 
environmental impact of the operational phase of the 
building. Design parameters and active or passive 
solutions are optimized to reduce the scale and the 
impacts of the energy demand for heating, cooling, 
ventilation, domestic hot water, lighting, and appliances 
[0-0]. Another strategy consists in minimizing the impacts 
of the construction and the end-of-life of the building by 
replacing detrimental components [0-0] with 
components of lower impacts [0]. This second strategy 
not only reduces greenhouse gases emissions. It also 
responds to the exhaustion of raw materials and to waste 
management issues, which includes land use and 
pollution considerations. The building industry is the 
heaviest and most voluminous waste streams in the 
European Union [0].  
Counteracting the systematic landfilling of construction 
components, end-of-life solutions have been developed 
to recover the embodied energy in those components, to 
recycle them in new ones, or to reuse them as they are. 
Energy recovery and recycling are two largely 
implemented approaches [0-0] with a real potential to 
reduce the environmental impact and the quantity of 
waste produced by building industry [0-0]. Still, recycling 
requires additional energy for transforming the 
components even though recycled components are 
usually of lower value than their sourced components. 
More importantly, energy recovery and recycling are in 
most cases applied before the actual obsolescence of the 
building component, which forces its premature 

replacement. Reuse is regarded as a more efficient 
solution [0].  
The reuse of building components has been the object of 
numerous applications in practice [0-0]. Authors have 
also assessed the environmental benefits of reusing 
building components. Most of them consider that reused 
components have zero impact. Converging in quasi-
similar results, they conclude that reuse reduces 
embodied energy and resources by 30% compared to 
traditional scenarios [0-0]. 
Other authors have assessed the environmental benefits 
of building projects whose components are designed to 
be reused in consecutive life cycle stages. According to 
Aye et al. [0], such option reduces embodied energy by 
81%, 32% and 70% respectively for constructions in steel, 
concrete and timber. Akbarnezhad, et al. [0] show that 
designing to reuse structural elements in future building 
lifecycles reduce the embodied energy and carbon 
emissions respectively by 35% and 38%.  
We believe that not only literature contains a limited 
number of studies but also that their results are not 
uniform even though such cases are of crucial 
importance in both scientific and practical terms. Non-
uniformity is due to various reasons, mainly related to 
the choice of functional unit, boundary of the study, 
hypothesis and assumptions, environmental product 
declaration’s database or building project considered in 
the evaluations. 
Looking forward to more rigorous evaluations, this paper 
discusses the assessment of the environmental impacts 
of a building designed to be reused, through a complete 
cradle-to-cradle cycle. We produce a time-dependent 
comparison of scenarios reusing and not reusing load 
bearing systems. Discrepancies of three methods to 
allocate the benefits of reuse are eventually introduced. 

http://fae.epoka.edu.al/
http://ce.epoka.edu.al/
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2. METHOD 
Environmental impacts are here assessed according to 
the European standard [0], which breaks down the 
building in its life stages: production (A1-A3), 
construction (A4 & A5), use (B1-B7), end-of-life (C1-C4) 
and benefits (D). Based on this standard, the production 
phase (A1-A3) considers the environmental impacts 
associated to the production of building material and 
components. The impacts related to the transport of 
components from their production factory to the 
building site and all the impacts and processes for the 
construction of building are considered in the 
construction phase (A4-A5). The impacts related to 
maintenance, repair, replacement, the refurbishment of 
components and energy and water use during the 
operation phase are included in the use phase (B1-B7). 
The impacts related to the demolition or deconstruction 
of the building, to the transport of its components to the 
waste site, and to their elimination are taken into 
account in the end-of-life phase (C1-C4). Module D 
considers all probable benefits resulting from the 
recovery, recycling or reuse of building components.  
As the main objective of this work is the evaluation of the 
reuse of building components, energy and water use 
during the operational phase is not considered into the 
boundary of the study. The impacts of these stages are 
anyway minor in low or net zero energy buildings [0]. 
The reference study period of the building is assumed as 
equal to 60 years and the chosen functional unit is a 
square meter of floor area per year. Regarding the 
transport of components from factory to the building site 
and the processes linked with the construction phase, 
assumptions are similar to those considered in [0]. For 
simplification reasons, it is assumed that the renovation 
of the building happens after 30 years of its use and only 
comprises the replacement of the technical installations, 
windows, and doors. The KBOB database is used for the 
evaluation of impacts as it is found as the most pertinent 
for the Swiss context. This database relies largely on 
Ecoinvent [0] and contains information about the 
environmental impacts of building materials and 
components, which are evaluated in accordance with the 
CEN standard [0]. 
The cumulative energy demand, non-renewable energy 
and global warming potential indicators are assessed as 
they are considered as the most important according 
“2000-watt society vision” [0]. 
Finally, the problematic of the allocation of the benefits 
of reused is tackled while reviewing the various methods 
proposed in [0]. 
 

3. CASE STUDY 
The office building that is used as case study is described 
in [0] and illustrated on Figure 1. It is a preliminary design 
that has been specifically developed to estimate the 

future performance values of a yet-to-be-designed 
building in Fribourg, Switzerland. This upcoming building 
is meant to be representative of the future buildings’ 
trends, according to the directives of the Council of the 
European Parliament, which requires all new buildings to 
be NZEBs by the end of 2020 [0]. Responding to this 
requirement the building has a very low environmental 
impact during its operational phase due to a well-
insulated envelope (0.1 W/m2·K) and the 
implementation of a district heating system, solar panels, 
and photovoltaics panels, for covering heating, cooling 
and electricity demands. With an energy reference area 
of 6035 m² mostly for office purposes, the load-bearing 
structure is supposed to be reversible and without any 
strong link with other non-structural components and 
systems. 
 

 
Figure 11: Conceptual design and some connectors. 

The reinforced concrete foundation is connected to 
wooden beams and columns through steel connectors. 
Reversibility of the connections is everywhere ensured 
thanks to the use of bolts. The 3×6m-slab consists in a 
0.1m-reinforced concrete layer bolted to 6×0.6×0.18m 
wooden beams. Following an approach similar to [0], we 
have assumed that a 40t crane would lift the components 
during construction process and that a 1000-watt drill 
would tighten the bolts. The duration for lifting a slab or 
a wall is assumed equal to 30 minute. The duration for 
drilling each bolt is assumed equal to 30 seconds. 
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4. RESULTS 
The results obtained for the cumulative energy demand 
(CED), non-renewable energy (CEDnr) and global 
warming potential (GWP) indicators are presented on 
Figure 2.  

A comparison of these impacts with the 2050 
intermediate targets of the “2000-watt society vision” [0] 
– i.e. respectively 42 kWh/m² ERA yr, 36.1 kWh/m²ERA yr 
and 10 kg CO2-eq/m²ERA yr [30-32] shows that only the 
non-renewable energy and global warming potential 
criteria are fulfilled. A more-detailed analysis is required 
to understand what changes are needed in order to 
satisfy the CED criteria. To that purpose, the bottom of 
figure 2 details the relative contribution of each 
construction elements to the overall environmental 
impacts of the building. 
For all indicators the production phase is the biggest 
responsible with 72%, 60% and 58% respectively 
regarding the CED, CEDnr and GWP indicators. Moreover, 
the production of the structural elements and in 
particular the production of the slabs accounts for the 
highest impacts. Their reuse is therefore greatly 
encouraged. Figure 3 presents the distribution of impacts 
over time when columns, beams, slabs, and walls are 
reused over three consecutive use phases. This scenario 
is ideal since each transition to a new use phase assumes 
no damage due to deconstruction, transport, storage or 
reconstruction. Moreover, this scenario implicitly 

assumes that all elements are reused, meaning that the 
new versions of the building are exactly similar and that 
all reused components have a longer lifespan than at 
least three times that of the building.  
The results for the cumulative energy demand (black), 

non-renewable (red) and global warming potential (blue) 
indicators are compared for both the reuse scenario 
(solid line) and the traditional scenario (dashed line). The 
study shows that reuse can be a pertinent solution for 
significantly reducing the environmental impacts of 
buildings. For instance, the global warming potential 
indicator is 43% lower when the chosen structural 
components are used over three phases. The reduction 
of impacts is approximately 48% for renewable energy 
and 43% for non-renewable energy. These large numbers 
are not representative of conventional constructions 
since they are mainly due to the comparably very low 
operational energy demands. 
Under reuse assumptions, the global impacts of the 
building eventually reach the 2150’ future targets [0].  

Figure 2: Environmental impacts. 
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Although this case study emphasizes the need for reusing 
load-bearing components, its practical implementation is 
undermined by the lack of consistent LCA indicators to 
encourage both the construction of reusable 
components and their reuse. Indeed, the way the LCA 
benefits are allocated to the various building actors 
highly influences their motivation to implement reuse. 
Figure 4 presents three possible distributions of the 
environmental impacts generated after reuse, as 
introduced in [0]. We here present them according to 
three representative types of life cycle: the first cycle, 

which includes the manufacture of the component; all 
intermediary cycles, and the last cycle, which includes 
the end-of-life treatment of the component. This 
subdivision displays the discrepancy between the three 
aforementioned distribution methods.  
According to the first method, i.e. the Cut-off method, 
the impacts of the production of the reused components 
are attributed to the first life cycle. According to the 
second method, i.e. the End-of-life (EoL) method, the 
impacts are attributed to the last life cycle. According to 

Figure 3: Dynamic analysis of the environmental impacts of the building with and without reuse of its load-bearing 
components. 
 

Figure 4: Allocation of impacts for three different methods of distributions, and according to the three representative types of 
life cycles. 
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the third method, i.e. the PAS-2050, impacts are 
distributed proportionally over all use cycles.  
Let us first consider the impact of those distribution 
methods over their incentives to reuse. If one applies the 
cut-off method, the producer is not rewarded for 
producing components that can be reused. However, 
contractors who reuse the same components do not 
account for any impact related to those components. 
The exact opposite behaviour stems from the EoL 
method. While producers are encouraged to build 
reusable components, building contractors take a high 
risk when reusing them. They are responsible for all 
environmental impacts if the components can no longer 
be reused.  
The PAS-2050 rewards everyone in the same way and 
may therefore appear as ideal to promote reuse.  
However, the above conclusion is different if the 
distribution methods are compared according to the 
degree of reliability of their calculated results. Indeed, 
the PAS-2050 method presents the largest uncertainties 
because the number of use cycles of a component is 
unknown before the component reaches its end of life. 
The EoL method also calculates unreliable results since 
the probability of reusing the building components 
elements after the current cycle is never 100%. Only the 
cut-off method provides results that can be considered 
as reliable because the method does not depend on 
future uses. From this point of view, we identified the 
Cut-off method as most reliable.  
In conclusion, there is an impossibility to allocate the 
benefits of reuse in such a way that all actors are 
rewarded with reliable values. A direction of future 
research therefore consists in assigning reuse 
probabilities to every type of components, according to 
their potential uses, to the way they can be assembled 
and disassembled, and to the probable market demands. 
The resulting life-cycle assessment would then include an 
analysis of uncertainties. 
 
5. CONCLUSION 
This paper addressed the environmental benefits of 
reusing load-bearing components over multiple use 
cycles. The evaluation of the benefits is applied to a case 
study that considers the preliminary design of a state-of-
the-art building to be constructed in the upcoming years. 
Results show that the impacts of the production of the 
load-bearing system would account for 38% of the global 
warming potential (GWP) indicator, and for 53% and 37% 
of the cumulative demand of renewable (CED) and non-
renewable (CEDnr) energy respectively. Within the 
structural system, the slabs account for the largest 
impacts (66%) and would therefore be considered for 
reuse firstly. 
Compared to traditional constructions built from raw 
material, a fictitious reuse of undamaged load-bearing 
components over three consecutive use cycles would 

reduce the GWP indicator by 39% and the CED and CEDnr 
indicators by 43% and 36% respectively. These high 
numbers, although pumped up by very low operational 
energy demands, call for reversible structural systems 
and for the assessment of further case studies. 
The paper concludes with a comparison of three 
methods to distribute the impacts of reuse between the 
various life cycles: the cut-off method, the end-of-life 
method, and the PAS-2050 method. This comparison 
highlights the impossibility to reward every reuse actor 
in a reliable way. Future research in the field shall focus 
on defining probabilities of reuse within uncertainty 
analyses. 
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ABSTRACT: Providing access to a view out is fundamental for ensuring healthy living conditions in indoor spaces; 
however, there are no procedures for capturing luminous variations of a view over time. The study introduces a dynamic 
method for quantifying such variables through HDR time-lapse photography and digital image-processing techniques. 
Two series with analogous contextual features portrayed three consistent luminous variability conditions. Local 
luminous variation suggests the highest potential to influence visual response. Finally, the paper discusses design 
implications and future refinements to the methodology. 
KEYWORDS: View, Dynamic Methods, Lightness, Time-Lapse, Image-Processing. 

 
 

1. INTRODUCTION 
Developing methods for evaluating health and wellbeing 
is one of the major interests of researchers in the 
daylighting field, as time spent indoors increases while 
the exposure to direct sunlight and environmental 
variables decreases [1]. Along with daylight, providing 
access to a view out is one of the most important factors 
for ensuring healthy living conditions in indoor spaces [2], 
to the point that it has been suggested that having a view 
out might be even more important than letting daylight 
in [3]. A view establishes a sense of connectedness to the 
outer environment that stimulates general wellbeing in 
the long term [4]. It also provides cues for estimating 
relevant contextual information through constant 
changes in luminous conditions. Nevertheless, there are 
currently no procedures for capturing these 
environmental luminous variations in view over time, 
which limits the ability to examine the impact of such 
variation on health and wellbeing. The lack of a validated 
framework for evaluating the dynamic character of the 
outer environment constitutes a major gap in research, 
especially when compared to the well-established 
dynamic daylight evaluation methods, currently in use 
[5-7]. View out has been examined from multiple 
perspectives, including building sciences, environmental 
psychology, and with an interdisciplinary approach. 
 
1.1 View evaluation: building sciences 

From the perspective of building sciences, view out is 
generally assessed through simulations, as it is 
considered a natural effect of window design [8]. From a 
similar performance-driven approach, some authors in 
the field have addressed the study of view by analysing 
external obstructions in relation to acceptable 
unobstructed visual areas and visual openness [9-10], by 
implementing graphic representations and simulations in 

the context of high-density cities for urban planning 
purposes.  
Researchers in the architectural field, on the other hand, 
have emphasised how occupants perceive a view by 
examining how windows induce aesthetic delight, visual 
interest and an overall sense of connectedness to the 
outer environment, as depicted in static imagery [11-12]. 
In search for design patterns, architectural researchers 
enumerated design parameters and view characteristics 
with potential to convey positive effects to the viewers in 
terms of wellbeing [13-14]. As an example, Markus [14] 
outlined various principles for view-satisfactory window 
design in buildings, and information content (i.e., the 
extent of sky, city or landscape, and ground that a view 
out contains as seen from a static position) is the most 
relatable approach for analysing the quality of a view out. 
The information content analysis of static view imagery 
has become the most implemented approach to 
evaluating the quality of a view out within the field, 
although there have been further adaptations in terms of 
composition and character [15]. 
 
1.2 View evaluation: environmental psychology 

With a focus on evaluating compositional attributes with 
the potential for enhancing people’s lives, the 
environmental psychology field has largely discussed the 
benefits of accessing a view out for improving health and 
wellbeing. Based on precursor studies conducted for 
evaluating the influence of nature on preference [16], 
researchers in the field examined the exposure to natural 
features in different settings, suggesting consistent 
results. A view out that provides such information can 
have a positive impact on hospital patients –by 
shortening time of recovery [17]; office workers –by 
improving job satisfaction [18] and relieving physical and 
physiological symptoms of discomfort [19]; and school 
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students – by supporting scoring in tests [20-21] and 
directed attention restoration [21]-. In recent years, the 
scope of these studies has extended to the evaluation of 
different urban features in view scenes, providing 
interesting findings that suggest a clear relationship 
between familiarity and visual preference [22].  
Similar to the methods adopted in building sciences, the 
environmental psychology field rely on qualitative 
descriptors of static imagery to evaluate view out. Most 
of these studies based their findings on a combination of 
surveys with the qualification of static imagery or 
naturalistic observations of a view out at specific 
moments [23]. However, researchers in the field have 
pointed the importance of continuous exposure to 
environmental view for receiving its full restorative 
potential [16]. Therefore, there is a need for approaches 
implementing a dynamic evaluation of view.    
 
1.3 View evaluation: interdisciplinary approach 
Recent interdisciplinary studies have proposed new 
approaches to assessing the benefits of a view out, 
combining dynamic methods for daylight evaluation with 
view preference conditions outlined by environmental 
psychology research [16]. By integrating dynamic 
evaluative methods and theoretical knowledge from 
different disciplines, researchers suggested that a 
complex view out would diminish the perception of glare 
reported by building occupants [24]. Similarly, 
researchers established a new approach for integrating 
dynamic daylight and view out, by quantifying daylight 
gain over time -illuminance levels- from windows 
previously weighed in terms of view preference though 
surveys [25].  
The exposed studies provide critical contributions to our 
understanding of view; however, a comprehensive study 
focused on evaluating dynamic luminous variations in 
view would provide a better comprehension of such 
conditions on health and wellbeing. Furthermore, the 
assessment of view over time could facilitate the 
development of an integrated dynamic daylight and view 
framework, in order to establish a comprehensive 
evaluation of indoor luminous conditions for health and 
wellbeing in buildings.  
 

1.4 View evaluation: proposed framework 
Implemented by computer vision, digital image-
processing techniques have developed dramatically in 
recent years [26]. Recently, researchers in building 
sciences started utilising such methods for depicting 
luminous information from HDR imagery, both from 
naturalistic photographs and computer-generated 
imagery [27-30]. The employment of new techniques 
refreshes the existing toolkit available for dynamic 
representation of static scenes, as is the case of time-
lapse photography. Enabling an accurate depiction of 
variations over time, time-lapse photography is a 

technique consistently used for the study of movement 
[31].  
In search for new methodologies to examine 
environmental variation, the present study proposes a 
method for the dynamic evaluation of outer luminous 
variations, using HDR time-lapse photography and 
applying digital image-processing techniques. This 
technique will be used to create a framework for 
quantifying outer luminous variations in view scenes 
over time. This approach could be used to assess how a 
view can contribute to health and wellbeing in building 
occupants in future experiments and field studies.   
 
2. RESEARCH QUESTION, AIMS AND OBJECTIVES 
By implementing a protocol for data collection of HDR 
time-lapse photography over time, to be tested through 
digital image-processing techniques, the present study 
aims to explore ways to illustrate, describe and analyse 
outer luminous variations across the day. In particular, 
this study aims to delve into different types of luminous 
variability conditions with the potential to influence 
visual response over time, by establishing preliminary 
thresholds within prospective categories. Finally, the 
present study aims to infer view scene characteristics 
that might influence luminous variations in future 
experiments, by comparing outcomes between different 
view series.  
 
3. METHODOLOGY AND METHODS 
3.1 Light attributes 
Previous studies outlined luminous attributes that can 
assist with the description of indoor visual and perceived 
conditions [32-33]. Due to its potential to depict the 
subjective visual experience of a view out, the present 
study focused on quantifying variability of lightness in 
outer environments. The authors acknowledge that 
chromatic attributes -such as colour rendering and 
colour appearance- may also influence in the dynamic 
study of view out; hence, it is expected that future stages 
of this research will take such attributes into 
consideration. 
 

3.2 Related variables 
A large number of additional variables are likely to 
influence both the extent to which view luminous 
conditions vary, and human perception of a view out. To 
take these into consideration, the authors implemented 
a preliminary categorisation of variables to structure the 
collection of data.  
 
3.2.1 View features 
According to literature, three independent features are 
potentially relevant to the characterisation of luminous 
variations in view [2, 5]: visual features (i.e., nature and 
urban); proximity (i.e., near and distant); and orientation 
(i.e., view facing north, south, east or west). Although 
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examining a range of view types combinations would be 
ideal, the core aim of the present study is to assess a 
method for capturing outer luminous variability rather 
than to evaluate visual preference among people. Hence, 
this study will focus on evaluating luminous variations in 
view over time from two series with the following visual 
features: urban; proximity: near; and orientation: south. 
 
3.2.2 Sky conditions 
With an average of 113 days per year with clear sky 
conditions [34], the city of Brisbane (Queensland, 
Australia) is a good location for collecting naturalistic 
time-lapse HDR imagery under clear sky conditions, as it 
conveys luminous dynamism at a surface level. At the 
same time, intermittent sky is also a good   source of 
variation. For this study, the authors considered both 
clear and intermittent sky models.  
 
3.3 Data collection and analysis 

3.3.1 Series collection 
As a data collection protocol, the authors gathered a 
series of representative view scenes through time-lapse 
photography using 30-minute interval between photos. 
Previous calibration also considered time intervals of 15, 
30 and 60 minutes, however the 30-minute interval was 
chosen to have an appropriate sensitivity to lighting 
changes. An intervalometer controlled the collection of 
photographs. To create HDR images, multiple exposure 
photographs were taken with a Canon EOS 550D camera 
fixed on a tripod, and a Canon 18-55 mm f1:3.5-5.6 IS lens. 
Next, the authors processed the collected multiple 
exposure photographs with the assistance of HDR 
software. 
Due to the broad availability of view scenes with 
different contextual information, the authors collected 
data at Queensland University of Technology, Gardens 
Point Campus during the month of May 2018. The 
collection consisted of eight time- lapse HDR image series, 
processed according to the series (Series 01: Clear sky 
conditions; Series 02: Intermittent sky conditions). As 
discussed in section 3.2.1, this paper presents two series 
with specific contextual characteristics (Fig. 1).  
 
3.3.2 Processing protocol 
The authors developed two routines in MATLAB software. 
The first routine consisted of collecting lightness 
information from each image by converting the series of 
HDR time-lapse photography into CIE L*a*b* colour 
space matrices, and extracting per-pixel lightness values 

from L* channel -where values range from the darkest 
L*=0 to the brightest L*=100 (Fig.2)-. This action 
facilitated a preliminary evaluation of lightness 
distribution, and provided inputs for the following 
routines. The second routine consisted on calculating the 
absolute difference between two consecutive matrices 
depicting lightness values from L*channel, and iterating 
this routine until completing the series. According to the 
Commission Internationale de l’Eclairage (2004), 
lightness differences between two samples could be 
described as absolute differences, which can be used for 
the study of lightness variability as follows (Equation 1): 
 
Lightness Variability (ΔL*) = |𝑁𝐿∗ - 𝑀𝐿∗|           (1) 
 
, where M and N are two consecutive matrices depicting 
absolute difference values from L*channel after two 
consecutive images were converted into CIE L*a*b* 
colour space. 
 
4. ANALYSIS AND RESULTS 
4.1 Lightness variability evaluation within the series 
After processing the collected HDR time-lapse series, 
three different types of luminous variation emerged 
from this study: 
 No luminous variation, described as time intervals where 
luminous conditions remained unaltered, or Lightness 
Variability <20, 
 Global luminous variation, described as variations in 
luminous conditions over time following predictable 
movement of lightness paths within the series, with 
Lightness Variability ranging from 30-60. In some 
circumstances, higher Lightness Variability ranges (60-80) 
applied; however, the predictability of lightness paths’ 
movement remained unaltered, Local luminous variation, 
described as Lightness Variability peaks (>80) at specific 
time intervals within the series that are difficult to 
predict. 
The abovementioned luminous conditions appeared 
within Series 01 and Series 02: No luminous variation 
(e.g., Series 01, time intervals 005-004; Series 02, time 
intervals 011-010) barely appears in Series 01, which is 
probably due to the absence of lightness variability 
values from the sky, and direct solar incidence on the 
building surface creating shadows. In opposition, this 
condition clearly appears in Series 02 over several time 
intervals under intermittent sky and without direct solar 
incidence on the building surface (Fig.3). 
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Figure 2: Series 01 and 02, time-lapse images depicting lightness values (L*) of Urban, Near, South View Scenes

Global luminous variation (e.g., Series 01, time intervals 
002-001 and 003-002; Series 02, time intervals 002-001 
and 005-004) appears constantly in Series 01, due to 
changes of the solar angle projecting shadows over the 
building surface (Fig.4). Lightness paths’ movements are 
predictable, and clearly portrayed in 30 minutes time 
intervals. In Series 02, this condition is difficult to notice, 
as sky intermittences makes lightness paths’ movements  
difficult to predict on the building surface.  

Local luminous variation (e.g., Series 01, time intervals 
008-007, 009-008 and 011-010) clearly appears in Series 
01, that is, under clear sky conditions (Fig.5), and is not 
noticeable in Series 02, that is, under intermittent sky 
conditions. The authors noticed that, apart from its 
unpredictability, this condition has a higher variability 
speed than Global luminous variation, which may 
influence visual interest and visual response. This 
condition suggests great potential for the purposes of 

Figure 1: Series 01 and 02, time-lapse images depicting naturalistic sequences of Urban, Near, South View Scenes. 
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evaluating the impact of environmental luminous 
variations on health and wellbeing. It is therefore 
necessary to refine the collection methodology in order 
to assess variability speed issues from this condition in 
future stages of this research. 
 

 
Figure 3: Series 02, time intervals i11-i10, depicting No luminous 
variation. 

 

 
Figure 4: Series 01, time intervals i2-i1, depicting Global 
luminous variation. 

 

 
Figure 5: Series 01, time intervals i9-i8, depicting Local luminous 
variation. 
 

4.2 Lightness variability evaluation between the series  
As discussed in section 3.2, the series presented in this 
study depicted equivalent scene information (i.e., visual 
features: urban; proximity: near; and orientation: south) 
and different sky conditions (Series 01: Clear sky 
conditions; Series 02: Intermittent sky conditions). For 
this sample, quantitative differences in lightness values 
are clear, particularly concerning minimum and 
maximum lightness values and its distribution across the 
day. The authors acknowledge that such differences 
correspond to individual attributes of the settings, as the 
reflectance values and characteristics of each setting will 

differ; nevertheless, observations on the morphology of 
a view out may also provide explanations on such 
differences. As an example, the rotation angle of the 
exposed features in relation to the point of view that may 
influence the exposure to direct sunlight, as well as non-
portrayed features that may generate unexpected 
shadows over a view scene are inherent conditions of the 
urban scenery and may inform further stages of this 
study.  
 
5. DISCUSSION 
The present study introduced a dynamic method for 
quantifying environmental luminous variations in view 
scenes over time, using HDR time-lapse photography and 
applying digital image-processing techniques. Overall, 
this study provides new insights with the potential to 
contribute to the dynamic evaluation of outer luminous 
conditions.  
The observation of lightness values across the day 
permitted the characterisation of three types of 
luminous variability showing potential to influence visual 
interest and visual response. In the future, the study of 
luminous variability should also assess chromatic 
attributes as depicted in view scenes, aiming to portray 
an accurate representation of view out [4], and to 
determine thresholds that would help understand how 
different attributes influence visual response in building 
occupants over time. 
In this study, luminous variability was considered in a 
limited type of view scenes under two different sky 
conditions. The categorisation of previous theoretical 
findings in literature [2-5] facilitated the comparison of 
similar view scenes. Future stages of this study would 
include other features from view scenes, aiming to 
establish a broader sample for examining environmental 
luminous variations in view.  
Finally, the study outlined future adjustments to the 
methodology, aiming to provide a more complete 
depiction of luminous variation in view scenes. First, a 
control study among a small group of participants would 
help establishing clearer thresholds within different 
luminous conditions and examining the implications of 
other attributes of luminous variation (e.g. colour) and 
view configuration (e.g. number of depth layers) on 
visual response towards the exterior. Second, the 
collection of a diverse range of view scenes would 
facilitate the comparison between variability conditions 
among different types of urban, natural and combined 
settings. Lastly, a measurement protocol for collecting 
lightness and chromatic variability data would facilitate 
the calibration of the framework, and encourage new 
experiments and field studies in the future. 
 
ACKNOWLEDGEMENTS 
The first author acknowledges the Faculty of Creative 
Industries, Queensland University of Technology (QUT) 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

48 

for supporting this PhD research through a Postgraduate 
Research Award, and the Department of Architecture, 
Universidad Tecnica Federico Santa Maria (UTFSM) for 
continuous financial sponsorship.  
 
REFERENCES  
1. Klepeis, N. E., Nelson, W. C., Ott, W. R., Robinson, J. P., Tsang, 
A. M., Switzer, P., Engelmann, W. H. (2001). The National 
Human Activity Pattern Survey (NHAPS): a resource for 
assessing exposure to environmental pollutants. Journal of 
Exposure Science and Environmental Epidemiology, 11(3), 231. 
2. Kaplan, R. (2001). The nature of the view from home: 
Psychological benefits. Environ Behav, 33(4), 507-542. 
3. Boyce, P., Hunter, C., & Howlett, O. (2003). The benefits of 
daylight through windows. New York: LRC. 
4. Granzier, J. J., & Valsecchi, M. (2014). Variations in daylight 
as a contextual cue for estimating season, time of day, and 
weather conditions. J Vision, 14(1), 22-22. 
5. Reinhart, C. F., Mardaljevic, J., & Rogers, Z. (2006). Dynamic 
daylight performance metrics for sustainable building design. 
Leukos, 3(1), 7-31.  
6. Andersen, M. (2015). Unweaving the human response in 
daylighting design. Build Environ, 91, 101-117.  
7. Konis, K. (2017). A novel circadian daylight metric for building 
design and evaluation. Build Environ, 113, 22-38. 
8. Van Den Wymelenberg, K. G. (2014). Visual comfort, 
discomfort glare, and occupant fenestration control: 
developing a research agenda. Leukos, 10(4), 207-221. 
9. Ng, E. (2010). Designing for Daylighting. In Ng, E. (Ed.), 
Designing high-density cities: for social and environmental 
sustainability (pp. 181-194). New York, NY; Earthscan. 
10. Shach-Pinsly, D., Fisher-Gewirtzman, D., & Burt, M. (2011). 
Visual exposure and visual openness: an integrated approach 
and comparative evaluation. Journal of Urban Design, 16(2), 
233-256.  
11. Steane, M. A. (2004). Environmental diversity and natural 
lighting strategies. In K. Steemers & MA. Steane (Ed.), 
Environmental Diversity in Architecture (pp. 159-178). New 
York, NY; London, England: Spon Press. 
12. Jacobs, J. M., Cairns, S., & Strebel, I. (2012). Materialising 
vision: Performing a high-rise view. In D. P.Tolia-Kelly & G. Rose 
(Eds.), Visuality/materiality: Images, objects and practices (pp. 
133-152). Burlington, VT; Farnham, Surrey, England: Ashgate 
Publishing, Ltd.  
13. Alexander, C., Ishikawa, S., Silverstein, M., i Ramió, J. R., 
Jacobson, M., & Fiksdahl-King, I. (1977). A pattern language. 
Barcelona: GG. 
14. Markus, T. A. (1967). The function of windows—a 
reappraisal. Building Science, 2(2), 97-121.  
15. Matusiak, B. S., & Klöckner, C. A. (2016). How we evaluate 
the view out through the window. Architectural Science Review, 
59(3), 203-211.   
16. Kaplan, R., & Kaplan, S. (1989). The experience of nature: A 
psychological perspective. Cambridge: CUP Archive. 
17. Benedetti, F., Colombo, C., Barbini, B., Campori, E., & 
Smeraldi, E. (2001). Morning sunlight reduces length of 
hospitalization in bipolar depression. Journal of affective 
disorders, 62(3), 221-223.  
18. Farley, K. M., & Veitch, J. A. (2001). A room with a view: A 
review of the effects of windows on work and well-being.  
19. Aries, M. B., Veitch, J. A., & Newsham, G. R. (2010). 
Windows, view, and office characteristics predict physical and 

psychological discomfort. Journal of Environmental Psychology, 
30(4), 533-541.   
20. Heschong, L., Wright, R. L., & Okura, S. (2002). Daylighting 
impacts on human performance in school. Journal of the 
Illuminating Engineering Society, 31(2), 101-114. 
21. Tennessen, C. M., & Cimprich, B. (1995). Views to nature: 
Effects on attention. Journal of Environmental Psychology, 
15(1), 77-85. 
22. Herzog, T. R., & Shier, R. L. (2000). Complexity, age, and 
building preference. Environ Behav, 32(4), 557-575. Herzog and 
Schier 2000 
23. Mirza, L. (2015). Windowscapes: A Study of Landscape 
Preferences in an Urban Situation.  Doctoral dissertation, 
ResearchSpace@ Auckland.     
24. Tuaycharoen, N., & Tregenza, P. (2007). View and 
discomfort glare from windows. Lighting Research & 
Technology, 39(2), 185-200.   
25. Hellinga, H. (2013). Daylight and view: the influence of 
windows on the visual quality of indoor spaces. Doctoral 
dissertation, TU Delft, Delft University of Technology.    
26. Gonzalez, R. C., Woods, R. E., & Eddins, S. L. (2009). Digital 
Image Processing Using MATLAB®: Gatesmark Publishing.  
27. Sadeghi Nahrkhalaji, R. (2017). Study of Building 
Surrounding Luminous Environment using High Dynamic Range 
Image-Based Lighting Model. Doctoral dissertation, The 
Pennsylvania State University.  
28. Rockcastle, S., & Andersen, M. (2014). Measuring the 
dynamics of contrast & daylight variability in architecture: A 
proof-of-concept methodology. Building and Environment, 81, 
320-333. 
29. Jakubiec, J. A., Van Den Wymelenberg, K., Inanici, M., & 
Mahic, A. (2016). Improving the accuracy of measurements in 
daylit interior scenes using high dynamic range photography. 
Paper presented at the Proceedings of the 32nd PLEA 
Conference, Los Angeles, CA, USA. 
30. Cauwerts, C., & Piderit, M. B. (2018). Application of High-
Dynamic Range Imaging Techniques in Architecture: A Step 
toward High-Quality Daylit Interiors? Journal of Imaging, 4(1), 
19. 
31. Weston, C. (2016). Spanning time the essential guide to 
time-lapse photography. New York : Focal Press. 
32. Liljefors, A. (1999). Lighting–visually and physically. Lighting 
Department, Arkitekturskolan, KTH, Stockholm.  
33. Cauwerts, C. (2013). Influence of presentation modes on 
visual perceptions of daylit spaces. Doctoral dissertation, 
Université catholique de Louvain (UCL), Louvain-la-Neuve, 
Belgium.  
34. Bureau of Meteorology, Australian Government. Climate 
statistics for Australian locations. 
http://www.bom.gov.au/climate/averages/tables/cw_040214.
shtml. Accessed on May 2018. 
 
 

 

http://www.bom.gov.au/climate/averages/tables/cw_040214.shtml.%20Accessed%20on%20May%202018
http://www.bom.gov.au/climate/averages/tables/cw_040214.shtml.%20Accessed%20on%20May%202018


PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

49 

Optimal Design of Urban Thermal Environment Using 3D City 
Models and Numerical Simulation:  

A Case Study of a Historical District in China 
 

YANWEN LUO1, JIANG HE1, JUNMU QIU1, NANXIONG HUANG1 
 

1Architecture and Urban Planning Department, Civil Engineering & Architecture College,  
Guangxi University, Nanning, China 

 
ABSTRACT: It is becoming more and more important to create a comfortable thermal environment in cities. In order to 
increase consideration of the thermal environment in the planning and design process, this study proposed a method to 
combine rule-based rapid modelling with thermal environment simulation. This method can realize the flexible and 
visualized presentation of landscape and the thermal environment effect. Meanwhile economic cost of design elements 
was also taken into consideration. The proposed method can support the designers to evaluate the trade-offs among 
landscape, thermal environment and cost and then choose a better scheme. A historic district in China was taken as a 
case study object in this paper. Three optimization plans were made by changing building height, greening space and 
area of water-permeable pavements. Through visual analysis of 3D landscape models and thermal simulations, it was 
found that the green space and water-permeable pavements had an obvious effect on the improvement of the thermal 
environment, but control of building height had negative thermal improving effect. The proposed method also 
effectively improved public understanding of reconstruction design and thermal environment formation. 
KEYWORDS: Urban reconstruction, Historical district, Rule-based modelling, Thermal environment, Trade-offs analysis 

 
 

1. INTRODUCTION  
The thermal environment in many cities of China has 
deteriorated as a result of rapid economic development, 
industrialization, and accelerating urban development. 
Thus the built thermal environment has become a hot 
research issue [1-2]. Though many studies have used 
numerical simulations to explore the relationship 
between characteristics of the built environment and the 
urban thermal environment, there is still a significant 
room for applying these findings to city design. For 
example, many studies indicate that increasing tree 
coverage and water area could improve the thermal 
environment. However, seldom have explained the 
trade-offs among landscape, thermal effect and costs 
under consideration of increase of trees and water areas 
[3-4]. Furthermore, the existing research is lack of look at 
thermal environments in urban historical districts. 
Understanding the factors that can produce a good urban 
thermal environment in historic districts could support 
city reconstruction and preserve historical heritage [5-6]. 
If 3D city models of a historical district could be combined 
with thermal evaluation index based on numerical 
simulation, it would be more visualized for planners to 
analyze the trade-offs among different factors. 
In order to fill this gap in the literature, this study 
proposed an integrated approach of rule-based 3D city 
modelling and numerical simulation to identify landscape 
design factors that could improve the thermal 
environment in historical districts. A case study was 
conducted for a historical district in a southern city of 
China, Nanning. 

2. METHODOLOGY 
2.1 Research concept 
The principal methodology of this study was to use rule-
based city 3D modelling to efficiently build 3D city 
models for different design schemes and then conduct 
numerical simulation to evaluate the thermal 
environment for the schemes. Through changing the 
landscape design conditions for each scheme and making 
cost estimation of the optimized schemes, we 
established relationship among the landscape, thermal 
environment and cost. This analysis assisted planners to 
have a visual understanding of the trade-offs among 
scenery, thermal environment and cost. Moreover, as the 

result was visualized, it can improve public understanding 
of the effect from optimization design. Fig.1 shows the 
research framework. 

 
Figure 1:  Research framework 
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Firstly, 3D models for the study district were built using 
the rule-based modelling method. The thermal 
environment in the study district was simulated and the 
simulation results were used to identify thermally 
uncomfortable locations. Secondly, the following design 
factors for improving the thermal environment in 
uncomfortable locations were considered: building 
height, water-permeable pavements and green space. 
Thermal simulations for each optimized design were also 
conducted. Thirdly, 3D models were combined with 
thermal simulation and improvement cost to support city 
design and promote public participation. 
 
2.2 Rule-based modelling method 
Most of popular interactive modelling methods such as 
AutoCAD and SketchUp, have limited capability in large 
and medium-scale 3D city modelling as mentioned in 
Reference[5].  Against this background, a rule-based 
modelling method was gradually applied in the field of 
city modelling. For city model generation, a rule means 
using computer languages to describe and determine 
how to generate the models [5]. Nowadays, there is 
computer software using the rule-based idea to build 
models, such as CityEngine (CE), City Gen, OL-system. 
Because CE is focused on city construction and is fully 
functional, it is selected to be used to build 3D city 
models in this study. 
The modelling principle of CE is to describe how to 
generate models using a computer language called CGA 
(Computer Generated Architecture), and CGA programs 
is written in the rule file of CE. The CGA program can be 
reused in modelling different objects, and its models can 
be automatically adjusted and adapted to terrain and 
shape as long as the requirements are defined. Thus, the 
3D city models can be constrained and unified or 
standardized by CGA, reducing the cumbersome process 
of model generation. The larger the city area and the 
more regular the city appearance is, the greater the 
advantage of CE modelling will have [5]. 
 
2.3 Thermal environment simulation 
This study conducted the thermal simulation using a 
thermal simulation tool called ThermoRender (TR). 
Because the 3D models made by CE could not be directly 
input to TR, a 3D-CAD software called VectorWorks (VW) 
was used to build simulation models by referencing the 

CE models. TR is an integrated simulation program in VW 
and can evaluate the impact of analyzed buildings or 
urban blocks on the outdoor thermal environment by 
two indices based on urban surface temperatures [7]. 
One index is the mean radiant temperature (MRT) for 
evaluating the thermal radiant effet, and the other is the 
heat island potential (HIP), which indicates the total 
sensible heat from all surfaces of the urban block being 
analyzed. 
Because this study aims to discuss the relationship 
between design elements and overall thermal 
environment, HIP is more suitable to be the evaluation 
index of the thermal environment. HIP is expressed as 
the measure of a temperature, and is calculated by: 

 
where HIP is heat island potential (°C), TS is surface 
temperature of each mesh (°C), Ta is air temperature 
(given from weather data) (°C), A is plane area of the 
urban block (m2), and dS is area of each mesh (m2). When 
HIP is positive, it means that the urban air is heated by 
the urban surface to form a heat island effect; when HIP 
is negative, it means that the urban air releases heat to 
the urban surface. Many studies have shown that during 
daytime in summer, HIP reached 25°C in the areas with  
concrete-built coverage of 70%. HIP was below 15°C for 
the areas where vegetation coverage is 50% [7]. 
 
3. CASE STUDY 
Water Street is a historical district located in the 
downtown of Nanning, south China (Fig.2). Nanning is in 
the hot-summer and warm-winter region and its climate 
can be characterized by strong solar radiation and long 
hours of sunshine in summer. Water Street is the 
birthplace of Nanning City. However, with the rapid 
development of the city, Water Street has been gradually 
demolished and forgotten by the residents. The 
preserved buildings still have strong local features and 
need to be protected (Fig.2). Because of hot weather and 

 
Figure 2: The location and the remaining buildings of Water Street 
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unreasonable construction, the thermal environment in 
Water Street was quite uncomfortable, which worsened 
the living quality and environment. The traditional habits 
of locals like drinking tea, chatting and playing cards 
under the shade of trees are gradually disappearing due 
to the bad outdoor thermal environment. 
In order to improve the living environment in Water 
Street, it is urgent to make optimal design to improve its 

thermal environment. Besides, 3D city models should be 
used to assist the designers to make a better balance 

between landscape，thermal environment and cost, as 
well as to improve public participation. 
 
3.2 3D models and present thermal environment in 
Water Street 
The 3D city models for Water Street were built by the 
rule-based modelling software CE. The modelled areas 
includes Water Street (0.41km2) and surrounding areas 
(0.22km2). There were four modelling processes (Fig.3). 
(More details of modelling steps can be seen in Luo’ 
study [5].) 
Data preparation and processing are indicated in Fig.3a. 
There were two types of data: one was terrain data for 
the city surface and the other was texture data for 
enriching 3D models. In this case, the dxf-formatted CAD 
data contained information of terrain. Texture data was 
collected from screen capture pictures on the Baidu 
panoramic map.  
Classification of city images is shown in Fig.3b. This step 
was used to define the different types of city images, 
providing the reference to describe the rule and enabling 
one rule applied to several objects as long as these 
objects had similar images. The city images for Water 
Street and its surrounding areas were divided into four 
types: old district, residential and commercial mixed 
areas (CRA), commercial center and park.  
Rule writing and rule assignment are shown in Fig.3c. 
According to the above classification of city images, four 
rule files were created to represent the four images. The 
rule file for the old district was edited in more detail to 
generate vivid 3D models. The rule files for other areas 
were relative simple. Fig.3c also presents how to use CGA 
to describe and define a building roof. 
 Model generation and modification are illustrated in 
Fig.3d. The 3D models for trees, buildings, roads and 
other structures were generated by applying the four 
rules files for the old district, RCA, commercial centre and 
park to the corresponding surfaces and choosing the 
corresponding rule descriptions for different buildings. 
Referring to the 3D model information made on CE, a 
numerical simulation model was built on VW, and 
numerical simulation of the thermal environment was 
carried out on TR. The weather condition on a Nanning's 
typical summer sunny day was chosen for simulation and 
analysis. Daily variation of meteorological parameters for 
a typical summer sunny day in Nanning can be 
summarized as follows: the average daytime 
temperature is above 30°C, and the average nighttime 
temperature is around 26°C. The amount of total solar 
radiation on the horizontal plane is large, and its 
maximum value is 900W/m2 at 12:00. The mean wind 
speed is about 1m/s, and the peak value is 3m/s at 18:00. 
The numerical simulaiton of the present situation in 
Water Street (Fig.4) shown that the HIP value at 12:00pm 

  

Figure 3: Modeling processes of Water Street on CE 

 
Figure 4: Simulated surface temperature distribution for the 
present Water Street at noon on a typical summer day.   
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was 22.7°C, which means that the themal environment 
was extremely bad. Most of the buildings in Water Street 
are made of wood, so the surface temperature of the 
roof and facade was generally lower than that of the 
surrounding high-rise buildings. But the surface 
temperature of the ground reached about 40°C. This 
result reaveals that the outdoor environment would be 
uncomfortable. 
 

3.3 Optimal design 
From the analysis of thermal simulation results for the  
present environment in Water Street, there are three 
main problems resulting in the poor thermal 
environment, as summarized blow. Firstly, due to 
unplanned land exploitation, many high-rise buildings 
were built outside and inside Water Street and blocked 
ventilation, resulting in difficulty in heat dissipation. 
Secondly, almost all outdoor ground was paved with 
impermeable materials, which resulted in that the 
ground could not store water to cool down in summer. 
Thirdly, there was a serious lack of green areas and the 
greening rate is only 7%. Therefore, the optimal design of 
the thermal environment in Water Street was conducted 
under consideration of above issues. 
(1) Many studies have shown that high-rise buildings 
create shadows during summer daytime, having a  
reducing effect on the ambient air temperature. 
However, Water Street is completely surrounded by 
high-rise buildings, which block air circulation and also 
reduce the cooling effect of nocturnal radiation. 
Therefore, it is worth conducting thermal simulation to 
verify whether lowering the building height is positive or 
negative for the thermal environment. Besides 
consideration of the thermal environment, the 
traditional features of Water Street need to be displayed, 
so it is necessary to control the building height. 
In order to discuss how to control the building height to 
improve the thermal environment better, the following 
three scenarios were designed. The first was to control 
the height of buildings outside Water Street, ensuring 
building height gradually decreases from the outside to 
Water Street. The second was only to control the height 
of buildings inside Water Street: ensuring high-rise 
buildings were restored to the same height as the 
historical building, which is less than 4 floors. The third 
was to control all the high-rise buildings. A height map 
was used to control the building height. The height map 
is a map to indicate variation of building height in color, 
e.g., red and black color presented high and low buildings 
respectively, and diffuse color presented the buildings 
between high and low buildings. Then a CGA program 
was written to make a link between the height map and 
the surface. In this way the building height in the 
surrounding area could be effectively controlled. 
(2) Permeable paving bricks have strong water 
absorption and storage capacity for rainwater, which 

promotes water evaporation and heat dissipation in the 
ground surface. Sidewalks, parking lots and squares in 
Water Street are the outdoor places where the residents 
most frequently used. Therefore, the ground pavement 
in these three spaces was designed to change from 
concrete pavement to water permeable bricks. 
To discuss how to increase permeable bricks to get a 
better thermal environment, three scenarios were 
designed in this study. The first was to design permeable 
bricks on the sidewalks, with an area of approximately 
4.78hm2. The second was for parking lots, public squares 
and other outdoor space, with an area about 8.14hm2. 
The third was for all the outdoor space, with an area 
about 9.22hm2. Through changing the CGA to link the 
different texture data, the 3D models were easily 
transformed from the concrete-paved ground to 
permeable brick pavement. 
(3) Green space not only increases evaporative cooling 
and provides a comfortable cool space, but also has a 
positive effect on beautifying landscape. As Water Street 
is seriously lack of green space, new green areas are 
required to be increased in optimized design. Land use 
for increasing vegetation includes the empty areas, 
waste land, and sites for demolition of destroyed 
temporary buildings. 
To discuss the impact of green space on the thermal 
environment, the increased greening rate was assumed 
at the following three values: 10%, 20% and 30%, with 
areas of 4.15hm2, 8.21hm2 and 12.3 hm2 respectively. 
The new 3D models of green space were generated by 
modifying the corresponding CGA language on the 
present 3D models.  
Each design element has three design conditions. If they 
are combined with each other, there will be 27 design 
schemes. Due to the limited space, this paper only 
described corresponding combination of design 
conditions and finally obtained three optimized design 
plans, namely design A, B and C, as shown in Table 1. 
Thermal simulation for each design was conducted using 
TR. Fig.6 shows the simulated results. 
 
4. RESULET  
4.1 Support Optimization Design 
The vivid 3D city models, HIP values and indicators of 
design elements could support the planners and 
designers to conveniently analyze the thermal 
environment. Through the 3D landscape models and 
thermal environment simulation for each optimal design, 
reduction of building height around Water Street is not 
effective in improving the thermal environment in Water 
Street, but it would aggravate the discomfort of the 
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thermal environment in the surrounding areas. However, 
landscape becomes better after adjusting building height. 
Increase of green space and permeable pavement is 
quite significant for the improvement of the thermal 
environment. Where the greening rate is 30% and the  
ratio of  permeable pavement is 20%, the HIP value 
dropped quickly (down to 12.8°C) and the thermal 
environment was more comfortable. According to 
Reference [錯誤! 尚未定義書籤。], when HIP is less 

than 15°C, the thermal environment will be thermally 
comfortable in the city. Therefore, considering the 

economic cost, 30% and 60% can be used as the 
maximum design value of greening rate and permeable 
pavement rate in Water Street. 
A radar chart was made to indicate a trade-offs among 
landscape, cost and thermal environment (Fig.7). The 
basis of evaluation for landscape, thermal environment 
and cost is as follows. The economic cost of three 
optimization schemes is calculated according to the local 
average cost of green space and permeable pavement 
(green space: $310/m2, permeable pavement: $6.3/m2). 
According to References [8-9], the following six factors: 

 3D Landscape Model    Thermal Environment Simulation 

A 

 

 
HIP=20.1°C 

B 

 

 
HIP=17.3°C 

C 

 

 
HIP=12.8°C 

Figure 6: 3D models and  thermal simulation results for design A, B and C 

Table 1: the condition setting of design elements and the three design schemes 
 

Design 

Elements 

Controlling Building Height Permeable Pavement  
(area and area ratio) 

Green Space 
(area and area ratio) 

Optimal 
Design A 

Building height outside Water Street 
gradually decreases to Water Street 

Sidewalks: 4.78hm2, 11.7%  4.15hm2, 10% 

Optimal 
Design B 

Building height inside Water Street 
was restored to the same height as 
the historical building 

parking lots, square and other outdoor 
space squares: 8.14 hm2, 19.9% 

8.21hm2, 20% 

Optimal 
Design C 

Control the height of buildings both 
outside and inside Water Street 

All the outdoor space: 9.22 hm2, 22.5% 12.3hm2, 30% 
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location condition, historical value, green landscape, 
building craftsmanship, public sentiment, and social 

influence were given with different weights to calculate 
the scores for the landscape of three optimal designs. 
The evaluation of the thermal environment is based on 
the HIP value. 
Fig.7 shows that the enclosed areas of the three factors 
is directly proportional to the thermal environment and 
cost, and is inversely proportional to the landscape. That 
is, the larger the surrounding area, the worse the design 
is, and the smaller the surrounding area is, the better the 
design is. Therefore, the excellent degree of these three 
schemes is: A<B<C, the area ratio is: A:B:C=7.2:6.7:4.6, 
and the comprehensive benefit of the scheme C is the 
highest. Therefore, although the economic cost is high in 
the reconstruction of historic blocks, the comprehensive 
effect of the thermal environment and landscape should 
be priority considered. 
 
4.2  Promote public participation 
To improve public understanding of thermal 
environment design, simulation results of the thermal 
environment were visualized as textures to the 3D 
buildings of Water Street on CE. Then the 3D models 
were uploaded onto the web scene for web browsing. 
Fig.8 shows the 3D models of Water Street on the web 
scene. The public could view the 3D scene of landscape 
and thermal environment before and after the optimized 
design in Water Street through the browser. This method 
does not need to install CE software, providing a 
convenient approach to promote the public participation.   
 

5. CONCLUSIONS 
The following findings were obtained in this study:  
(1) Combination of the rule based rapid modelling 
method and thermal environment simulation could 
effectively support  visualization analysis of trade-offs 
between different factors.  
(2) In the reconstruction design for historic districts, 
green space and permeable pavement play the most 
important role in improving the thermal environment.  
(3) It should pay more attention to the improvement of 
landscape and thermal environment in comparison with 
economic cost. 
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Figure 8: 3D models of Water Street on the web scene. 

 

Figure 7: Radar chart for indicating realationship of 
landscape, thermal environment and cost. 
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ABSTRACT: This paper presents findings about interactions of occupants’ thermal feelings and adaptive actions within 
office buildings from a two-week longitudinal survey in Harbin, a north-east city in China with hot summers and severely 
cold winters. Measurements of the indoor and outdoor environmental changes and occupants’ window opening 
behaviours were conducted in six mixed-mode office rooms with fans or air conditioning cooling facilities. Thermal 
feelings and personal characteristics were gained via a panel questionnaire with 67 subjects from these offices to relate 
the thermal feeling with adaptions and physical conditions. The results showed the common use of the cooling device 
simultaneously with window opening behaviour, and an extremely high probability of window opening in office rooms 
with fans during the summer. Common patterns of the predictors for summer period in the severe cold area are 
identified in the analysis, while only gender for offices with fans and outdoor temperature, indoor and outdoor relative 
humidity for offices with air-conditioning were important variables in determining the state of the window opening. By 
comparing of the window opening changes with environmental factors for different thermal feelings, the mechanism 
of the interaction of occupant and offices building in summer season was further clarified.  
KEYWORDS: Energy, Comfort, Behaviour, Offices  

 
 

1. INTRODUCTION  
Occupants’ behaviours have a strong impact on the 
energy performance and indoor thermal environment of 
office buildings, and thus warrant research significant 
attention in the building design and operation process.  It 
has been evaluated in many studies that behaviour 
including windows, blinds, and heating or cooling switch 
points provoke the range of energy consumption change 
up to 50% [1-3]. Many efforts have been made to the 
influencing elements and prediction mechanism of 
behaviour study in office and residential buildings [4-7] 
for different types of occupants, for example elders [7]. 
In our previous work, the basic characteristics of window 
opening behaviour were discussed [8], and research also 
conducted on the interaction between human and 
building environment via a survey with more samples [9]. 
Some works on occupancy behaviour reviewed the 
current results of the influencing factors and predictive 
methods [9-12], while these reviews also pointed out 
that the role of the occupants still needed further 
discussion. 
Research has indicated that people are not passive 
recipients of their environment but interact with it to 
optimise their comfort via various means, including 
adaptive control of the environment [13]. These adaptive 
behaviours are strongly tied to the heating and cooling 
energy loads, making up 37% and 54% respectively of 
total energy consume in residential and commercial 
buildings in the United States [14]. The impact of 
different actions on energy use can be ranked from the 

most to the least as: window, blinds, fans and heaters [15, 
16]. Existing studies have also established the significant 
impacts of the occupant behaviours on the indoor 
environment and users’ feelings by mean of surveying or 
simulation [6]. 
Nevertheless, mechanisms behind the interaction are 
still being explored and further studies are necessary on 
behaviour characteristics and human-building 
interaction in more types of buildings of various regions 
with different climates. This paper presents findings 
about the interaction of occupants’ thermal feelings and 
adaptive actions in office buildings based on a two-week 
longitudinal survey in the north-east China city of Harbin, 
which experiences hot summers and very cold winters. 
The behavioural categories of the study are mainly about 
opening and closing windows along with fan use. It is 
because the window is an important and sensible factor 
among others affecting the environment, leading the 
occupant taking a more active role of operating it. 
Through the acquisition and analysis of the surveyed data, 
this study examined: 
Characteristics of window opening behaviours in mixed-
mode offices of severe cold area, Harbin. 
Influencing variable and regression models of thermal 
sensation and window opening behaviour in office with 
different types of cooling facilities. 
Interaction with thermal experience with behavioural 
control in a common mixed-mode office context. 
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2. METHODOLOGY 
A longitudinal survey was conducted in six mixed-mode 
office rooms of different sizes. Long-term data were 
collected via an online daily survey and data logger 
measurements of the local thermal environment and 
adaptive behaviours. Before the longitudinal survey, a 
pre-investigation of the office buildings in Harbin was 
conducted for the background information. The thermal 
experience results and adaption outcomes were tested 
by both environmental and personal parameters, and the 
correlation between thermal feeling and behaviours 
analysed. 
 
2.1 Field measurements  
Continuous measurements were made of weather 
changes, indoor environmental variables, behaviour 
actions and geometric design parameters in the surveyed 
offices across the longitudinal survey period. Indoor 
ambient temperature and relative humidity were logged 
at 15-minute intervals for six office rooms using HOBO12 
sensors. Window opening behaviour was measured by 
HOBO UX90-001 status loggers and the use of fans and 
air conditioning (AC) via the questionnaire record. 
 
2.2 Questionnaire survey 
References Over two weeks, the questionnaires were 
distributed by Wenjuan Xing software via the most 
commonly used communication software, Wechat, twice 
a day for a continuous ten work days during the hot 
summer season. Fig. 1 gives an overview of the collection 
and integration of the data streams which was the same 
as another study [9]. The survey included four stages, 
test questionnaires, start questionnaires, daily 
questionnaires and final questionnaires. Test 
questionnaires were trialled for a one-week period 
among ten persons who were not occupants of the 
surveyed offices before the formal investigation (to 
prevent the fatigue of the questionnaire test). This pilot 
study helped revise the formal survey streamlining. The 
longitudinal survey began with the start survey which 
included questions about basic personal information, 
seating plan, thermal feelings of occupant office rooms’ 
environment to get a general knowledge of these 
subjects and then would be made comparison with the 
daily questionnaires and the final one. There are only 
thirteen questions in the daily survey which is short and 
pith, including the questions of thermal comfort, 
behaviour state and remaining related items such as 
clothing. The answers of subjects who were not stay in 
the office for more than 20 minutes were excluded to 
avoid possible effects of exercise on thermal sensation. 
Once the daily surveys had been completed for the full 
two-week course, each user answered a final 
questionnaire about their overall experience. Among the 
questions of these two-week feelings, the final one 
included items of accessibility, general clarity of the daily 

survey along with the time expense of one time 
questionnaire and the entire survey period. The final 
questionnaire also provided a blank space for the 
subjects to fill in their feelings on anything not included 
in the three stages survey at the end of the survey.    

 
Figure 1: Stream and content of the panel questionnaire [9].  

 
2.3 Sample selection 
Harbin has long, cold winters that reduce occupants’ 
tolerance of hot summer temperatures. Based on the 
cross-sectional pilot investigation, the use of fans and air 
conditioners was often accompanied by window opening 
behaviour, which is unlike other places with hot summers. 
Six mixed-mode office rooms of different sizes and 
occupant numbers in three buildings of Harbin were 
selected for the study.  Fig.2 shows the location and sites 
of the surveyed office buildings. Table 1 shows the offices 
and occupant details. Some samples were the same as 
those of previous studies [8,9]. All the occupants of the 
surveyed offices in building A, B and over 42% of C were 
invited to join the survey for two weeks panel survey and 
were sent the daily questionnaire in the morning time 
and afternoon time. 

 
Figure 2: Building types and surroundings of the investigated 
office building [8]. 

 
Table 1 Basic information of the subjects, the surveyed offices 
and the cooling options 
 

Building 

Office 

No. 

Office type 

(no. of 

people, no. of 

males) 

Room 

size (m2) 

Cooling 

options 

A1 Private (1,0) 25.62 Fan 
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A2 Shared-private 

(2,0) 

15.47 Fan 

B1 Open (15,6) 66.2 Fan 

B2 Open (6,6) 37.66 Fan 

C1 Open (22,15) 380 AC + fan 

C2 Open (21,9) 380 AC + fan 

 
2.4 Data analysis 
This study firstly examined the distribution of the 
environmental variables and window open behaviours 
changing during the summer season in Harbin. The 
influencing variables and mechanisms of thermal 
sensation were analysed by linear regression, comparing 
indoor and outdoor temperatures of both mixed-mode 
offices with fan and AC.  Three methods were adopted 
for examining the related parameters of window opening 
behaviours: the binomial logistic regression, Point 
Biserial Correlation and Guttman’s coefficient of 
predictability, where logistic regression was used to 
detect whether parameters could be used as a predictor; 
Point Biserial Correlation was used to examine the 
relevance of continuous variables and binary variables (a 
scale with only two values) and Guttman’s coefficient of 
predictability was suitable for analysing the correlation 
between two non-continuous variables (either a 
symmetrical or a non-symmetrical relationship). The 
control mechanisms of window open are analysed by 
means of binomial logistic regression. The relationship 
between the probabilities of window opening and the 
influencing variables can be expressed as in Equation (1): 
                     

( ) ln
1

P
Logit P

P
=

−

      (1) 

where P is the probability of window opening； 

P/(1-P) is the odds ratio. 
The odds ratio, which was gained via the binomial logistic 
regression, was used for describing the probability ratio 
of occurrence of two variables. 
 
3. RESULTS 
3.1 Environmental variables characteristics 
The measurements from the loggers and the weather 
station revealed indoor and outdoor environment 
variables during the two-week run (Fig. 3). The survey 
period was the same as another study [9]. The outdoor 
temperature in the first week was obviously higher than 
for second week, with the mean daily value of 28.2°C and 
the maximum one reaching to 32.6°C during the first 
week, while the mean temperature was 26.7°C during 
the second week. 

 
Figure 3: The distribution of indoor and outdoor environmental 
parameters during the survey period [9]. 
 

3.2 Behavioural changes  
In each surveyed office, the state of the most frequently 
used window was recorded by data logger and the 
window open frequency of other openings was obtained 
via daily questionnaire feedback. In the summer, fans 
were used alongside window opening behaviour in 
buildings A and B and were also utilized in building C with 
central AC, indicating the common characteristics of 
mixed use of cooling equipment and natural ventilation.  
From the field measurements of behaviour state data 
loggers shown in Fig. 4, all the recorded windows in all 
the offices kept a high rate of opening, of which room A1 
and B1 had the highest proportion of 100% opening. 
Influenced by the continuous high temperatures in 
summer, the window state changes were not affected by 
the arrival and departure of occupants, suggesting that 
cooling via ventilation at night happened in almost all 
investigated office buildings. The two rooms of the AC 
offices, C1 and C2, showed a significant difference in the 
use of the window opening, the former with more 
probability to open windows, which may be because of 
the personal differences between thermal sensation and 
the habit of window opening by the people closest to the 
window. 

 
Figure 4: The distribution of changes in window states from 
data loggers during the surveyed period. 
 

The behaviour states at 10.00am 3.00 pm were also 
recorded via the panel questionnaire. For the smallest 
offices in building A from the daily record, and the 
proportion of window opening reached 100% during the 
two weeks run. The multi-person offices with three to 
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twenty users kept natural ventilation at a probability of 
over 80% in most cases. Window open probability of the 
two rooms in the AC building, C1 and C2, maintained a 
high consistency with the date distribution in the scale 
being below 40%. For the entire length of the survey, the 
window opening proportion of offices with fans was 
greater than 90%, whilst the ones with AC were around 
20%. It is noteworthy that, in the second week, with the 
decrease of outdoor temperature, the F building window 
ratio increased due to the statistics from the 
questionnaire results. Fig. 5 summarizes the statistical 
results from the behavioural data.  

 
Figure 5: The distribution of changes in window states from 
questionnaire surveys during the survey period. 
 

3.3 Influencing variables and regression of thermal 
feelings - rooms with fans 
The extremely high window opening probabilities shown 
in Figs. 4 and 5 indicate a high degree of interaction 
between the interior space and the outdoor 
environment in the offices with fan use.  
     Therefore, the higher correlation coefficient of the 
outdoor temperature and the thermal sensation were 
more closely linked than the indoor temperature, which 
has been recognized as the predictive variable of the 
thermal sensation vote. The higher R2 level of the 
outdoor temperature also presents a better linear 
regression than the indoor temperature (Table 2). The 
indoor humidity and overall satisfaction experienced a 
similar situation because the large percentage of the 
openings lead to the close relationship of the occupants’ 
feelings and outdoor physical parameters. The outdoor 
environment variables, relative humidity and 
temperature, were not only more closely related 
parameters, but also had better fitness for predicting the 
mean thermal feelings reflected by the R and R2 value. 
Scatter diagrams were plotted and linear regression 
equations were established, as shown in Fig. 6. 
 
 
 
 
Table 2: Influencing variables on mean value of thermal feelings 
in mixed-mode offices with fans. 
 

Variables 
Correlation R2 Asymp. 

Siga R 

Tin 0.53* 0.28 0.323 

Mean 
thermal 
sensation 

Tout 0.617* 0.38 0.916 

Mean 
humidity 

feeling 

RHin 0.281* 0.08 0.89 

RHout 0.406* 0.17 0.397 

Mean 
overall 
satisfaction 

Tin -0.34* 0.12 0.885 

Tout 0.418* 0.17 0.916 

* p˂0.05. 
a. when the value is >0.05, residuals are independent, indicating 
the data gained from the questionnaire were independent. 
Best regression results are in bold and underlined. 

 
Figure 6: Regression results of mean thermal sensation, 
humidity feeling and overall satisfaction vote. 
 

3.4 Influencing variables and regression of thermal 
feelings - rooms with AC 
         For mixed-mode offices with AC, none of the indoor 
and outdoor physical parameters were associated with 
occupants’ thermal sensations, humidity feelings and 
overall satisfaction, and could not be linearly regressed.  
 
3.5 Influencing variables and regression of adaptive 
behaviour - rooms with fans 
      Using the logistic regression, the expected 
probabilities of window opening behaviour may be 
modelled in terms of the local thermal environment of 
the occupants, the time of day and personal 
characteristics. Table 3 presents an initial understanding 
of the relationship between behaviour probabilities and 
influencing factors for the mixed-mode Harbin offices. 
Figs 4 and 5 reveal an important phenomenon of a large 
proportion of the windows being open day and night in 
most of the mixed-mode office, and not changing with 
the indoor and outdoor environmental variables. This is 
consistent with the correlation analysis and logistic 
regression analysis results presented in Table 3 that 
physical parameters and the arrival and departure of 
occupants are not independent of the summer window 
probability in Harbin. Table 3 also suggests that the 
perceived outdoor noise feelings and the width of the 
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room have certain connection with the behavioural state, 
but the only predictor of these three variables was just 
gender.   
 
Table 3: Correlation analysis and Nagelkerke R2 for logistic 
regression model of window opening behaviour in mixed-mode 
offices. 
 

Variable 

Logistic regression 

Point biserial 
correlation 
coefficient 

Levels 
Odds 
Ratio 
OR 

p 
Ng 
R2 

rpq p 

Outdoor 
noise 

(quiet) 

Neutral 0.23 0.03 - 
-0.26 

˂0.01 

 
Noisy - NS - 

Room 
width 

- - NS - -0.15 0.043 

Gender 
(Female) 

Male 4.36 0.03 
0.0
75 

Guttman’s 
coefficient of 
predictability 

ʎ p 
0.03 0.02 

 
3.6 Influencing variables and regression of adaptive 
behaviour - rooms with AC 
Quantitative results of the correlation analysis and 
logistic regression on window opening behaviour are 
presented in Tables 4 and 5 for the mixed-mode offices 
with AC. For the correlation analysis, the outdoor 
temperature, indoor and outdoor relative humidity 
shows significantly impact on the window open 
probability and can be predictor for modelling the 
window open prediction (Table 4). 
Further analysis of the logistic regression on behavioural 
data found the regression coefficients for each predictor 
variable together with their standard errors and 
statistical significance levels, and the predictive power of 
the various models compared using Nagelkerke R2. 
Models using indoor relative humidity as inputs had a 
higher predictive power (higher Ngk R2) than models 
using either outdoor temperature or outdoor humidity. 
The fitting degree of these three models is close but low. 
 
3.7 Correlation of thermal feelings and behaviours 
Table 4 reveals the impact degree of thermal satisfaction 
on the probabilities of opening windows. The 
correlations of the indoor humidity and windows 
compared with different thermal satisfaction level were 
modelled and Table.6 presents the results of the 
modelling. The interaction between the  
Table 4: Correlation analysis and logistic regression analysis of 
window open behaviour in mixed-mode offices with AC. 
 

Variables 
Logistic regression 

Point biserial 
correlation 
coefficient 

levels OR pa rpq p 

Outdoor 
temp. 

°C 0.83 
＜

0.0001 
0.138 0.1 

Indoor 
humidity 

% 1.11 
＜

0.001 
-0.15 0.005 

Outdoor 
humidity 

% 1.03 
＜

0.001 
-0.16 0.003 

  Thermal 
satisfaction 

(satisfied) 

neutral 3.16 0.002 

0.122 0.02 satisfied 4.31 ＜

0.0001 

The thermal satisfaction votes were cast on 7-point interval 
scale. Due to the distribution, the variable was transformed. 
Dissatisfaction refers to votes between -3 and -0.1, neutral 
refers to -0.1 to 0.1, and satisfaction refers to 0.1 to 3.  

 
 
Table 5: Parameter coefficients, Nagelkerke R2 for three logistic 
regression models (M1 to M3) for window open behaviour in 
mixed-mode offices with AC. 
 

 M1 M2 M3 

Intercept 3.997 -6.18 -2.88 

Outdoor 
temperature 

-0.187  

 

 

 0.051 

Indoor relative 
humidity 

 

 

0.103  

 0.026 

Outdoor relative 
humidity 

 

 

 

 

0.027 

0.008 

Ngk R2 0.061 0.072 0.057 

Table shows regression coefficient estimates with standard 
errors and statistical significance levels indicated below each 
estimate.      
 

respondent’s overall satisfaction and the indoor relative 
humidity had a significant impact on the window opening 
actions. These results agreed with the previous study [9]. 
When the relative humidity was below 45%, the 
occupants with the moderate thermal satisfaction had 
the highest window opening rate, whilst when the value 
rose over 45% the dissatisfied users tended more to open 
the windows. With the increase of relative humidity, the 
possibility of window opening increases dramatically for 
the uncomfortable occupants. For the users around the 
neutral overall satisfaction level, the probability of 
opening windows also showed a slowly rising trend with 
an increase of relative humidity (Table. 6).  
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Table 6: Association between the probability of window opening 
and indoor humidity in different thermal satisfaction scale. 
 
 
 

Thermal 
Satisfaction 

scale  

Indoor relative humidity 

40% 45% 50% 55% 59% 

Satisfied 2.22% 5.4% 12.52% 26.42% 42.85% 

Neutral 18.29% 22.85% 28.15% 34.14% 39.34% 

Dissatisfied 11.55% 22.86% 40.23% 60.44% 74.65% 

 
4. CONCLUSION 
Subjective thermal experiences and objective physical 
measurements of the indoor environment were taken in 
six mixed-mode office rooms from a summer longitudinal 
survey in Harbin. The conclusions drawn from detailed 
analyses and discussions are as follows: 
The windows were kept open day and night for natural 
ventilation cooling at night and were not affected by the 
arrival and departure of occupants. Window opening 
probability of the offices rooms with fans was maintained 
at an extremely high level.   
The interior spaces of the office buildings that had fans 
had a strong interaction with the outdoor environment, 
which suggests physical variables of the outdoor 
environment are better predictors for indoor feelings. 
The only (but weak) predictor for evaluating window 
opening probabilities for offices with fans was gender 
(97.2% of the females with the state of an open window, 
compared with 89% for males); the predictive factors 
(but weak) for AC offices were outdoor temperature, 
indoor and outdoor relative humidity. This indicates that 
summertime window opening behaviour in the north-
east China may not be well predicted via environmental 
parameters which is different from many previous 
studies conclusion [12]. 
The interaction between the respondent’s overall 
satisfaction and the indoor relative humidity had a 
significant impact on the window opening actions. 
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ABSTRACT: This research aims to advance performance of the single stage passive downdraft evaporative cooling tower 
(PDECT) and expand its applicability beyond the hot dry conditions where it is typically used by developing and testing 
a design of a multi-stage passive and hybrid downdraft cooling tower (PHDCT). Experimental evaluation on half-scale 
prototypes of these towers was conducted in Tempe, Arizona, during Summer, 2017. Cooling systems in both towers 
were operated simultaneously to evaluate performance under identical conditions. Results indicated that the hybrid 
tower provides significant advantages over the single stage tower as the former outperformed the latter under all 
ambient conditions. 
KEYWORDS: Passive Cooling, Passive Downdraft cooling, Passive Downdraft Evaporative Cooling Tower, Passive and 
Hybrid Downdraft Cooling Tower, Experimental Evaluation 

 
 

1. INTRODUCTION 
Passive cooling techniques, specifically passive 
downdraft cooling (PDC), have proven to be a solution 
that can address issues associated with air conditioning 
(AC). Globally, over 100 buildings have integrated PDC in 
its different forms, most of which use direct evaporative 
cooling. Even though all surveyed buildings were energy 
efficient and cost-effective, and most surveyed buildings 
were thermally comfortable, application of PDC remains 
limited [1].  
This can be attributed to three main reasons. The first is 
the perception that PDC consumes more water on site 
when compared to water consumed by electric powered 
AC. Since the former typically utilizes direct evaporative 
cooling as its main cooling mechanism, it makes it 
challenging to consider, especially in hot dry regions 
where water supplies are limited. However, when 
accounting for the total water consumed to provide 
cooling, both on site and that used to produce electricity 
at the power plant, PDC could be a competitive solution 
[2].  
The second is the notion that PDC is incapable of 
maintaining desired human thermal comfort levels for 
the entire cooling period, making it more convenient to 
solely rely on AC. Performance of PDC towers was 
demonstrated by building a full-scale prototype attached 
to the 1000 ft2 test house located at the University of 
Arizona Environmental Research Laboratory’s (ERL) 
Passive Solar Village, and significant temperature drops, 
up to 30°F, were witnessed over a two-day long test 
between August 22 and 23, 1985 [3]. 
The third is that examples were rarely found in the 
literature that advanced PDC by introducing other stages 
of cooling with direct evaporative cooling to reach outlet 
conditions like that usually achieved by AC systems. The 

PDC hybrid system in the atrium space at the Malta Stock 
Exchange achieved 60 percent savings in energy 
consumption when compared to its predicted 
consumption if large fan coil units were used to solely 
cool the space [4]. 
This research aims to advance performance of PDC, 
specifically the single stage passive downdraft 
evaporative cooling tower (PDECT) and expand its 
applicability beyond the hot dry conditions where it is 
typically used, by designing and testing a multi-stage 
passive and hybrid downdraft cooling tower (PHDCT). 
This paper describes the process followed to develop the 
experiment setup and the results obtained from the data 
collection campaign conducted in Tempe, Arizona, 
during summer of 2017. 
 
2. EXPERIMENT DESIGN 
To understand the extent that a multi-stage tower can 
advance performance of a single stage tower, it was 
critical to define what design represents a traditional 
single stage tower and use that design as a basis to 
develop the hybrid tower prior to building the 
experimental setup. 
 
2.1 Single stage tower prototype design 
The single stage tower design was developed after 
analysing seven studies found in the literature that 
collected data from PDECT using an experimental setup 
[3], [5-11]. The 4 tower elements which impact 
conditions of the air exiting the system that were 
analysed in these experiment setups were the tower 
shaft, the tower inlet, the tower outlet, and the tower 
direct evaporative cooling system. 
Based on the analysis of the major components of the 7 
towers used in these studies, the characteristics of the 
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single stage tower built for this research are listed in 
Table 1 below. This tower is approximately a half-scale 
reduction of the ERL tower. Figure 1 below is a section 
cut through the proposed design. 
 
Table 1: Characteristics of single stage tower.  

Tower element Description 

Cross-section area (ft2) 9 
Cross-section shape Square 

Shaft total height (ft) 10 
Inlet vertical surface area (ft2) 36 

Inlet type Cube + diagonal baffles 
Outlet area (ft2) 8 

Outlet discharge direction Side 
Evaporative cooling system Misting nozzles 

 

 
Figure 1: Section cut through single stage tower design. 
 

2.2 Hybrid tower prototype design 
Several design iterations were explored for a hybrid 
tower with minimum alterations on the design 
developed for the single stage tower. The main intent 
was to precool the air entering the tower through a 
sensible cooling system (stage 1) prior to it being cooled 
by the direct evaporative cooling system (stage 2).  
Some of the explored iterations involved major changes 
to the design proposed for the single stage tower with 
modifications to the tower shaft physical dimensions. 
Other iterations involved minor changes solely related to 
the tower inlet. The iteration built for this study, shown 
in Figure 2 below, met the requirement of incorporating 
the sensible cooling prior to the evaporative cooling, 
while using the exact enclosure dimensions and 
construction method of the single stage tower. This 
resulted in a minimum impact on the construction 
timeline.  
To achieve this, a rectangular heat exchanger available in 
the local market was placed at the top of the tower and 
parallel to the ground plane. It was topped with a shading 
device to protect it from direct solar radiation. Unlike the 

PDECT, there is no clear inlet vertical surface area. As 
chilled water flows through the exchanger, the air 
surrounding it drops in temperature, infiltrates through 
the openings between the exchanger fins, and down the 
tower shaft. This downdraft would further increase by 
evaporative cooling and/or electric fan assistance. 
 

 
Figure 2: Section cut through hybrid tower design. 
 
3. EXPERIMENT CONSTRUCTION 
Construction of the towers took place at Arizona State 
University (ASU) in Tempe, Arizona, during Spring, 2017. 
Tempe was the city selected for this study because it 
provides the opportunity to understand performance of 
PDC under hot dry as well as hot humid conditions. The 
selected site was ASU Design School Solar Lab, which is 
located on the fourth floor of the School’s north building 
with access to the roof where several experimental 
evaluations have been conducted in the past. The towers 
were built out of materials readily available in the local 
market in case repairs were required.  
The shaft and outlet for each tower were built as one 
piece from identical materials. The structural frame was 
made from 25-gauge steel track typically used for drywall 
construction. The outer layer was made from 2-inch-
thick polyisocyanurate rigid insulation panels with 
reinforced aluminium foil facers on two sides that has a 
total resistance value of 13 ft2°Fh/Btu. The towers were 
mounted onto a structural insulated base made from 2-
inch-thick polyisocyanurate rigid insulation sandwiched 
between two layers of 1/2-inch-thick plywood. Each 
enclosure was mounted onto the metal grating that 
covers the roof floor using four 3/32-inch wire ropes that 
span from the tower top corners down to the floor. The 
structural base was covered on the inside with PVC liner 
up to 1 ft high. 
The inlet for the PDECT was made from 1/2-inch-thick 
plywood. The inlet for the PHDCT had two main 
components which were the heat exchanger and its 

Inlet 

Shaft 

Outlet 

Evaporative cooling 

Inlet 

Shaft 

Outlet 

Heat Exchanger 

Evaporative cooling 

Fan location 

Fan location 
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shading device. To place the heat exchanger on top of the 
shaft, it was first mounted onto framing lumber which 
had a 2-inch by 3-inch cross section, and then placed into 
joist hangers attached to a wood frame mounted on top 
of the shaft made from framing lumber with a 2-inch by 
8-inch cross section. The frame had a perimeter 
dimension identical to the perimeter of the tower shaft. 
The shading element protecting the exchanger was made 
from 1/2-inch-thick plywood. 
The direct evaporative cooling system installed in each 
tower was identical and was supplied from Arctic Cove. 
This system uses brass misting nozzles with a water flow 
rate of 0.5 gal/h per nozzle as per manufacturer’s 
specifications. Four mister openings were provided at 
the top of each tower directly below the tower inlet. A 
water filter was placed at the main water supply valve to 
prevent solid sediments from clogging the system. The 
heat exchanger used in the PHDCT was donated to this 
project by Emmegi Heat Exchangers Inc. located in 
Phoenix, Arizona. The exchanger has an all-aluminium 
bar and plate construction, which makes it highly robust 
and resistant to external damage [12]. Its inlet was 
connected to the chilled water supply available on site 
using an open loop system. 
The towers were positioned along the northern end of 
the roof with their outlets facing south. The towers were 
placed side by side and spaced 6 ft apart so that 
conditions surrounding one inlet would not affect the 
other. To block wind from entering the towers at the 
outlet and creating a stack effect, a 6 ft high enclosure 
was built around the towers along the south, east, and 
west. In addition, the enclosure was placed 7 ft away 
from the towers along the south and 2 ft away from the 
towers along the east and west to prevent it from causing 
any back flow of cool air exiting the towers. Another wind 
block was placed in the gap between the two towers 
along the north. 
  
4. DATA ACQUISITION 
Three sets of measurements were required to evaluate 
tower performance which were measurements of 
ambient conditions, measurements inside tower, and 
measurements at tower outlet. Ambient conditions are 
considered identical for both towers, but conditions 
inside tower and at tower outlet are different. For this 
reason, two sets of data acquisition systems were used, 
one to measure + record ambient conditions and another 
to measure + record conditions inside tower and at tower 
outlet. 
To measure and record ambient conditions, a weather 
station completely supplied from Onset Computer 
Corporation was used. The data logger was the HOBO 
U30 USB with one temperature/RH smart sensor, one 
wind direction smart sensor, one wind speed smart 
sensor, one barometric pressure smart sensor, and one 
silicon pyranometer smart sensor.  

To measure and record conditions inside tower and at 
tower outlet, a customized system completely supplied 
from Onset Computer Corporation was assembled. The 
HOBO H22 Energy Data Logger was used with four 
temperature/RH smart sensors, one temperature smart 
sensor rated for immersion in water, two air velocity 
analog sensors, and one pulse output water flowmeter. 
To evaluate the two towers under identical ambient 
conditions, it was necessary to be able to record data 
while operating their cooling systems simultaneously. 
Thus, each tower was equipped with two 
temperature/RH smart sensors, one inside the tower and 
one at the tower outlet, as well as one air velocity analog 
sensor at tower outlet. The PHDCT was equipped with 
the other two sensors. The pulse output water flowmeter 
was placed along the heat exchanger water supply line to 
measure water flow through the exchanger. The 
temperature smart sensor was submerged in the heat 
exchanger water return line to record chilled water 
temperature exiting the tower. 
Data was recorded in 30 second logging intervals. This 
was preferred over longer logging intervals as it provided 
a better understanding of the cooling processes taking 
place. With longer intervals, readings that might be 
considered an anomaly to what preceded and followed it 
tend to occur more often. For the data analysis, the 
average of every ten recordings was then calculated to 
obtain measurements at five-minute intervals. All data 
processing and analysis was performed using Microsoft 
Excel. 
Preliminary data acquisition was conducted during the 
hot and dry days between Friday, May 26, 2017, and 
Wednesday, June 7, 2017. This data set was used to 
evaluate preliminary sensor locations and to identify the 
combinations of operation modes to test for the formal 
data collection. In addition, actual water flow through 
misters was measured using an acrylic rotameter 
supplied from Omega. This test indicated that the 
average water flow rate was 0.7 gal/h per mister rather 
than 0.5 gal/h stated by the manufacturer.  
Formal data acquisition spanned for 42 days between 
Thursday, June 8, 2017, and Thursday, July 20, 2017. The 
conditions in the PDECT and PHDCT were measured using 
different operational modes by changing the water flow 
rates through the misting system (0.7 gal/h, 1.4 gal/h, 2.1 
gal/h) and the heat exchanger (1.0 gal/min, 3.0 gal/min, 
and 5.0 gal/min). Whenever a fan was used in these tests, 
it remained at a constant speed of approximately 60 fpm. 
Figure 3 illustrates final sensor locations inside towers 
and at towers outlets and Figure 4 is a photo of the final 
experiment setup. 
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Figure 3: Towers sensors and data logger locations 

 
 

 
Figure 4: Photo of final experiment setup from southeast corner. 
Left: hybrid tower, right: single stage tower. 

Tests under hot dry conditions were conducted during 
the daytime with cooling systems operating mainly 
between 11:00 am and 7:30 pm. Each operation mode 
was repeated at least once on a different day to better 
understand its impact on outlet conditions. 

Tests under hot humid conditions were conducted during 
the monsoon season. The objective of these tests was to 
understand the potential of cooling from the heat 
exchanger only as it was illogical to add more moisture to 
already humid air. Cooling systems were working during 
the evenings and overnight due to higher levels of 
humidity in the ambient air. Operating times were mainly 
between 8:00 pm and 9:00 am the following day. Instead 
of repeating each operation mode at least once, these 
tests were performed over a longer period of time. This 
decision was made due to the fewer hot humid days that 
occurred compared to the number of hot dry days. 
However, total running hours for identical operation 
modes were nearly the same in both climate conditions. 
 
5. DATA ANALYSIS AND RESULTS 
Performance obtained from each tower was evaluated 
based on results from the following sets of calculations 
on the data collected from all operational modes after 
processing it to the five-minute recording interval: 
Comfort levels. As per ASHRAE Standard 55-2013, tower 
outlet conditions were considered comfortable when 
dry-bulb temperatures were between 68°F and 80°F, 
humidity ratios were below 0.013, and air velocities were 
below 300 fpm. 
Evaporative efficiency. 

Eevap =  (TDB,in – TDB,out) / (TDB,in – TWB,in)     (1) 

where  Eevap - evaporative efficiency (%);  
TDB out - exiting air dry-bulb temperature (°F);  
TDB in - entering air dry-bulb temperature (°F);             
TWB in - entering air wet-bulb temperature (°F). 
Cooling capacity.   

Q =  ∑(Vout × ρ × Cp  × A × ∆T × 5) / H     (2) 

where  Q - cooling capacity (Btu/h); 
Vout - measured air velocity at tower outlet (ft/min);  
ρ - 0.067 lb/ft3, air density; 
Cp - 0.24 Btu/lb°F, air specific heat; 
A - 7.28 ft2, tower cross-section area, taken to the 
centerline of the structural framing;   
∆T - Measured air dry-bulb temperature at tower inlet (°F) 
subtracted from measured air dry-bulb temperature at 
tower outlet (°F); 
H - hours of operation. 
Total source water consumption if electric powered AC 
was used to provide the same amount of cooling 
provided by the towers. 

tsource =  (∑Q / (COPAC x 3412 Btu/kWh)) x tw  (3) 

where  tsource - total source water consumption (gal); 
∑Q - Total cooling (Btu)  
COPAC - 4.0 which is the coefficient of performance for 
residential scale AC [13]. 
tw - 2.0 gal/kWh, which is the U.S. weighted total of 
evaporated water at source per kWh of electricity 
consumed at the end-use [14]. 
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Total evaporative cooling site water consumption was 
calculated by multiplying 0.7 gal/h, which is the water 
consumption per mister, to the number of misters and 
the total hours of operation. No source water 
consumption was assumed in this case as no electricity 
was required to supply water to the top of the tower. 
 
5.1 Results from hot dry days 
This set of data was collected between June 8, and July 5, 
2017, where ambient air dry-bulb temperatures during 
hours of operation ranged between a low of 86.8°F 
(30.4°C) with 11.0 percent coincident relative humidity 
and a high of 123.4°F (50.7°C) with 7.8 percent coincident 
relative humidity. This was the highest temperature 
recorded throughout the entire data collection process. 
When evaporative cooling was the only system operating 
in both towers and ambient temperatures were below 
115°F (46.1°C), the single stage tower outperformed the 
hybrid tower. The single stage tower consistently 
generated 4.0 tons of cooling when 3 misters were 
operating with no fan and 100 percent of the conditions 
at tower outlet within comfort limits. The hybrid tower 
only achieved 2.3 tons of cooling with approximately 25 
percent of the measurements within comfort limits, 
mainly due to temperatures falling below comfort zone 
lower limits. When ambient air temperatures rose above 
115°F (46.1°C), PDECT continued to outperform PHDCT in 
terms of cooling capacity but was inconsistent in 
achieving comfortable conditions. 
When the second stage of sensible cooling and fan were 
concurrently operating with evaporative cooling, the 
hybrid tower outperformed the single stage tower. The 
hybrid tower reached approximately 4.2 tons of cooling 
in this mode, with more than 85 percent of the 
conditions at outlet within comfort limits. The heat 
exchanger and fan helped advance performance of 
PHDCT by approximately 2 tons. The single stage tower 
with evaporative cooling and fan still achieved 4.3 tons 
of cooling, but with only 20 percent of the conditions 
within comfort limits. Figure 5 below is of outlet 
conditions obtained from both towers on June 24 and 25, 
2017, when towers were operated in this mode. 
In all operation modes, site water consumption by both 
towers was at least 2 time lower than source water 
required by residential scale AC unit to provide same 
amount of cooling provided by the towers. This is with 
the assumption that the hybrid tower uses a closed loop 
system for the heat exchanger and only consumes water 
through evaporative cooling. The calculation of water 
consumed by the towers includes the unevaporated 
water that was accumulating at the base of both towers. 
When operating evaporative cooling at three misters, 
approximately one third of the misting water that was 
injected into each tower shaft did not evaporate and was 
collecting at the base. This can be recirculated back into 
the cooling system or reused for other purposes. 

 

 
Figure 5: Towers outlet conditions from June 24 and 25, 2017, 
plotted on the psychrometric chart. 
 
5.2 Results from hot humid days 
This set of data was collected between July 12, and July 
21, 2017, where ambient air dry-bulb temperatures 
during hours of operation ranged between a low of 
73.0°F (22.7°C) with 82.9 percent coincident relative 
humidity and a high of 97.8°F (36.5°C) with 43.8 percent 
coincident relative humidity. The highest relative 
humidity percentages from the entire data collection 
process were recorded during these days and reached 90 
percent. Wind speeds reached a high of 2359.5 fpm (12 
m/s), also the highest speed recorded throughout the 
entire data collection process. 
PDECT performance decreased in comparison with its 
own performance under hot dry conditions as cooling 
capacity when water flow was set at three misters only 
reached 1.6 tons, compared to the average 4.0 tons 
reached when operating under hot dry conditions. 
Average temperature drops at this water flow rate were 
only 17.1°F (9.5°C) in hot humid conditions vs. 36.4°F 
(20.2°C) in hot dry conditions. This is because 
temperatures at tower outlet would not drop below 
ambient air wet-bulb temperatures which is common in 
the evaporative cooling process as evaporative 
efficiencies reached 100 percent.  
PHDCT performance remained nearly identical in 
comparison with its own performance under hot dry 
conditions when only the heat exchanger and fan were 
operating (no evaporative cooling). Maximum cooling 
capacity reached was approximately 1.1 tons during hot 
humid days vs. 1.0 ton during hot dry days. Even though 
tower inlet temperatures under hot humid conditions 
were lower than those recorded under hot dry conditions, 
average temperature drops were nearly identical at 12°F 
(6.6°C). This is due to tower outlet temperatures 
continuing to drop beyond ambient air wet-bulb 
temperatures which is common in the sensible cooling 
process. 
Comfort requirements were not met by the hybrid tower 
in these operation modes, mainly due to increased levels 
of humidity inside the tower shaft caused by ambient air 
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moisture content condensing on the heat exchanger, 
dropping down the tower shaft, and collecting at the 
base. This can be solved by immediately removing water 
accumulating at the base and circulating it back into the 
system or using it for other purposes. 
 
6. CONCLUSIONS AND LIMITATIONS 
Results indicated that the hybrid tower outperformed 
the single stage tower under all ambient conditions and 
that towers site water consumption was at least 2 times 
lower than source water required by residential scale AC 
to achieve the same amount of cooling achieved by the 
towers.  
Under the hot dry conditions of June, and when the 
single stage tower operated in its best mode (three 
misters with no fan), it produced average temperature 
drops of 35°F (19.4°C) (5°F higher than what was 
reported in the literature), average air velocities of 200 
fpm (1 m/s), and average cooling capacities of 4 tons. 
Furthermore, when the hybrid tower operated in its best 
mode (three misters with sensible cooling and fan), it 
produced average temperature drops of 45°F (25°C) 
(50°F with three misters, sensible cooling, and no fan), 
average air velocities of 160 fpm (0.8 m/s), and average 
cooling capacities exceeding 4 tons. Under the hot humid 
conditions of July, temperature drops from the single 
stage tower were limited to the ambient air wet-bulb 
temperatures whereas drops continued beyond the wet-
bulb in the hybrid tower, resulting in 60 percent decline 
in the former’s cooling capacity while maintaining the 
capacity of the latter.   
This study demonstrated the tremendous potential of 
downdraft cooling in general and hybrid downdraft 
cooling in specific for cooling indoor and outdoor spaces. 
Studies at full-scale are required to ensure that the 
average temperature drops recorded in this study can be 
maintained, while concurrently supplying larger volumes 
of air. The author expects that the outcomes from this 
study will act as an incentive for designers to incorporate 
PDC into their designs as a viable 
replacement/supplement to AC; thus, reducing the 
impact of the built environment on the natural 
environment. 
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ABSTRACT: Coupling photovoltaic (PV) systems with energy storage (ES) in buildings, enables to increase the building’s 
energy autonomy and the self-consumption of onsite renewables. ES increases nonetheless the life cycle environmental 
impact of the stored energy. As such, there exists a threshold where the GHG emission benefits of using ES start to 
compensate its own embedded and operational impact. In this study, a methodology to assess this neutral global 
warming potential target of ES is proposed, and is extended to the primary energy and its non-renewable part. The 
methodology is tested on a case study consisting of a feasibility project of a building located in Switzerland. When the 
surplus of renewable energy that cannot be used or stored directly is exportable to the grid, the operational benefits of 
the ES cannot balance anymore its embedded impact. In regards to market products, these neutral targets are tighter 
for GHG emissions than energy. Neutral targets are greatly affected by the characteristics of the grid mix supplying the 
building so the use of energy storage for the mitigation of GHG emissions in buildings may be efficient in Germany, but 
might be technologically more challenging with low-carbon French electricity. 
KEYWORDS: Energy storage; GHG emissions; Primary Energy; LCA; Global warming 

 
 
NOMENCLATURE  
CED Cumulative energy demand (MJeq/kWh) 
CEDnr Non-renewable CED (MJeq/kWh) 
CES Storage capacity (kWh) 
E  Final energy (kWh) 
E0 Building electricity demand  (kWh) 
ET Transit (kWh) 
Exp Export 
ES Energy storage 
fES Fading capacity factor (% kWh-1) 
GWP Global warming potential (kgCO2eq/kWh) 
GHG Greenhouse gas (kgCO2eq) 
PV Photovoltaic 
RE Renewable energy 

 Efficiency (%) 
 

1. INTRODUCTION  
The energy transition towards a low-carbon society is a 
driver for the implementation of renewable energy (RE) 
systems in the building sector. Many countries have 
imposed targets concerning the amount of onsite RE 
production (e.g. [1]). One main problem with 
intermittent renewable sources (e.g. wind, solar) lies in 
the temporal mismatch between their availability and 
the energy demand. In buildings, energy storage (ES) 
coupled with photovoltaic (PV) systems are a promising 
solution to increase the self-consumption of onsite RE, 
the building’s energy autonomy, and to reduce the stress 
on the grid. When embedded into buildings’ energy 
systems, the consequences of ES on GHG emissions, as 
measured by its CO2-eq emissions at the building level, 
have not been yet explored. Anyhow, ES increases the life 
cycle environmental impacts of the energy which is 

stored because extra elements are added to the building 
energy system (BES), each one with its own embodied 
energy and losses. Nowadays, the challenge is not only 
the financial and energy viability of an energy storage 
coupled to a PV system, but also to provide an electricity 
that has accumulated less life cycle GHG emissions than 
grid electricity. 
The functional unit to express the footprint of an electric 
energy storage varies in the literature: one unit of mass 
of storage in kg (e.g. [2]), one unit of storage capacity in 
kWh (e.g. [3]), or one unit of energy (kWh) at the output 
of the battery (e.g. [4]). In this study, we adopt the last 
one in order to make comparison between the global 
warming potential (GWP) of the three different sources 
of supply. This quantity is also known as the carbon 
footprint of electricity [5], CO2-eq footprint [6], conversion 
factor for the GHG emissions [4], or emission factor [7], 
and is expressed in kg CO2-eq per kWh of electricity (final 
energy). 
GWPES has therefore a maximum allowable value beyond 
which the energy storage will not mitigate the life cycle 
GHG emissions of the energy system at the building level. 
In this paper, this threshold is hereafter called the energy 
storage GWP neutral target (GWPES,max) and a 
methodology is developed to assess it.. Two schemes of 
the renewable surplus power management are 
addressed: i.e. when electricity exports to the grid are 
possible or not. The methodology is tested on a building 
case study and the obtained results are discussed. The 
same methodology is applied for assessing the neutral 
target for the primary energy and its non-renewable part. 
Obtained results are compared with LCA data related to 
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real storage systems. The paper ends up with a discussion 
on the limits of the study.  
 
2. METHODOLOGY  
2.1 GHG emissions mechanism 
To illustrate the GHG mechanism in which the 
operational benefit of using an ES is combined with its 
own embedded impact, let us consider a baseline 
consisting of a building with an energy system that does 
not comprise an energy storage. The resulting GHG 
emissions at the building level is taken as a baseline (Case 
0 in the right part of Fig. 1). 
Then we consider the implementation of an ES, which 
has a low GWP (GWPES1). According to that, the GHG 
emissions of the system is lower than the one considered 
in the initial case (as seen in the case I. in the right part 
of Fig. 1) 
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Figure 1: The GWP of the different sources of electricity supply 
(Left) combined with operational benefits of an energy storage 
govern the mechanism of the lifecycle GHG emission at the 
building level (Right).  

 
A second case (case 2 in Fig 1) is considered to illustrate 
the GHG mechanisms, and depicts another storage with 
its GWP much higher than case 1 (GWPES2). This is the 
case when a large storage capacity is at disposal, but 
seldom used. As a consequence, associated GHG 
emissions assessed at the building level would be so high 
that they cannot be balanced during the lifetime of the 
energy storage.  
 
2.2 Carbon footprint of energy sources 
In a national electricity grid, the share of each electricity 
generation technology (e.g. coal, hydro, etc.) varies 
continuously over time according to the fuel 
characteristics (availability and possibility to modulate 
the power production) in order to adapt the supply to an 
ever-changing demand. The same applies to domestic 
export and import of electricity. Therefore, each kWh at 
the consumer’s disposal does not have the same carbon 
footprint GWPG over time (see Fig.1, left part). Despite 
this situation, it is still common to use yearly averaged 
GWPG when considering an electricity mix for performing 
GHG emissions assessments. This usual practice could be 
soon revised due to the potential large inaccuracies in 
carbon emission assessment [7-9] and the late 
emergence of hourly GWP for different countries (see e.g. 

[7;10-11]). In this study, hourly GWP values of a grid mix 
are compulsory. 
For PV-based electricity, we assess its GWP as the ratio 
of the cradle-to-grave embodied GHG emissions of the 
PV system [12-13], over its predictable energy generation 
during its entire lifetime. The value of GWPPV is time-
independent when EPV is available i.e. during the 
sunshine duration (see Fig.1). 
The carbon footprint of the electricity delivered by an ES 
is composed of the initial footprint of the electricity 
feeding its inlet (usually provided by PV) and the 
footprint of the storage itself GWPES (see Fig. 1). The 
assessment of GWPES is performed on the basis of an 
inventory of the material resources and the total energy 
processed during the storage system lifetime.  
 
2.3 GHG emissions balance at the building level  
Now consider a building, a PV system, an energy storage, 
and a connection with an electric grid. These elements 
and the different energy fluxes between them are 
presented in Fig. 2. The possibility to export the surplus 
of onsite RE generated is shown by the horizontal red 
dashed line that vanishes when exports are not possible.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: The possible energy fluxes occurring between the main 
components of a BES considered in this study. 
 

 The GHG emissions of the operational phase of the 
building GHGO are assessed on the base of a cradle-to-
grave LCA, following Equation (1): 
 

GHGO = (ERE  GWPRE) + (EG  GWPG)        

+ (EES(GWPRE+GWPES)) - EEXP  (GWPG − GWPRE)        (1) 
 
where E denotes the energy flux and GWP the global 
warming potential. Indices O, RE, G and ES stand 
respectively for operative, RE, grid and energy storage 
fluxes supplying the building energy final electricity 
consumption. Within a balancing period of one year, all 
energy fluxes within the BES (Fig. 2) and their associated 
GHG emissions are assessed at the hourly time step. The 
energy fluxes that are important to solve Eq. (1) are 
colored in red. 
 
2.4 Neutral GWP target assessment 
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To determine the energy storage GWP neutral target, we 
propose the following four-step methodology. Step (1): 
the final energy consumption of the considered building, 
its RE production, and the grid’s GWP need to be 
collected. These data should be evaluated at the hourly 
time step during one year. Step (2): The annual GHG 
emissions of the building operational phase without ES 
are assessed. Step (3): We then consider the 
implementation of an ES of a given size. We process to 
another assessment of the GHG emissions with the 
considered storage, but with its GWPES set to zero. Step 
(4): The two assessments performed during the steps (2) 
and (3) are compared. The GHG benefits obtained by the 
ES implementation are divided by the amount of energy 
transited in the ES during the evaluation period. This 
value is the energy storage GWP neutral target 
(GWPES,max) that the energy storage should exhibit for 
having a positive impact on the CO2-eq balance at the 
building level.  
 
2.5 Modeling framework  
A versatile modeling framework previously developed 
[14] is used to simulate the running conditions of the BES 
at the hourly time step, and to assess its annual 
performances according to the Swiss standard SIA 2040 
[15]. The energy storage is modeled with the following 
parameters: An initial storage capacity CES in kWh, a 
fading capacity factor fES in %*kWh-1, and a roundtrip 

efficiency  in %. 
 
3. ENERGY-MANAGEMENT PROCEDURE 
An energy-management procedure (EMP) consists in a 
set of rules governing the energy fluxes between the 
components of the BES. A lot of different EMP schemes 
are possible (see e.g. [16]) and affect the operation 
system so that the performance depends strongly on the 
chosen EMP. Different optimization can be prioritized, 
such as the price of energy [17], the solar forecast 
coupled with energy price [18], or the GWP of the energy 
source [14].  In this study, as in most of simple 
commercialized EMP, the following general rules apply: 
For the supply of E0, the merit-order of energy sources is: 
1) from RE; 2) from ES; 3) from Grid. If one source is not 
available or not sufficient, then the next one is 
considered. 
 For the management of the onsite renewable 
production, energy goes: (1) to supply E0; if a surplus of 
RE occurs, (2) to ES. In the case ES would be full, the 
remaining energy excess could be either exported to the 
surrounding electric grid (3), or thrown away (4) if export 
is not possible.   
 
4. CASE STUDY 
An appropriate case study consists in a building for which 
the energy demand, RE production, and carbon footprint 
of the electricity supply mix are all assessed hourly during 

one year long. This is why the project of the building for 
the smart living lab, whose construction is planned for 
2022 in Fribourg, Switzerland, makes a perfect case study.  
An architectural feasibility study considering an energy 
reference area of 4000m2 serves as a basis for the 
assessment of the building energy demand (more details 
can be found in [14]). The needs of the building users are 
assimilated to an office building according to SIA 2024 
[19]. The planned technical installations include solar 
thermal panels for covering 60 % of the domestic hot 
water energy demand. All other thermal needs are 
provided by a heat-pump. Electricity originates either by 
PV panels or by the Swiss grid mix.  

 Cadmium telluride PV panels (=15.1%) are considered 
to partly cover the building according to Table 1. In order 
to assess the GWP of the electricity provided by PV 
(GWPPV), embedded emissions and energies have been 
taken from [9], and the amount of RE harvested by BIPV 
has been evaluated with the help of crmsolar software 
[20] with hourly weather data files from Meteo Suisse at 
Station Fribourg - Posieux. The lifetime of a photovoltaic 
system is assumed to be 30 years [9].  
 
Table 1: Characteristics of the PV system  

Orientation GWP (kg C02-eq/kWh) Area (m2) 

East (75°) 0.094 343 

West (255°) 0.067 343 

Roof (165°) 0.041 343 

 
Due to the location of the case study, the Swiss grid is 
considered. Hourly GWP data of the grid have been 
evaluated on the base of an attributional cradle-to-grave 
LCA in [4]. From this study which considers a one-year 
period of 2015-2016, the values of GWPG range from 
0.029 to 0.414 kg CO2-eq/kWh, with a mean annual GWP 
of 0.203 kg CO2-eq/kWh and a relative standard deviation 
of 41%.  
A lithium-Ion electrochemical battery is considered in the 
study. The values of the storage roundtrip efficiency (0.9) 
and a capacity fading factor (-6E-04 %/kWh) have been 
evaluated on the base of measurements performed by 
the product manufacturer [14].  

 
5. RESULTS 
First, we look at the annual amount of energy ET transited 
in the storage. This amount is independent of the scheme 
of export management (see Fig. 3) and evolves similarly 
to a ET = a*(1 – exp (-b CES)) function. This function, also 
known as EaseOut curve, is centred at the origin, with a 
horizontal asymptote when increasing CES. This feature is 
explained by the finite amount of solar irradiance, 
independently of the size of the storage. 
 
 
 
 

http://www.md.ucl.ac.be/tutorial/tutorial/didacphys/lexique/definitionsA.html#asymptote
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Figure 3: Amount of energy transited in the energy storage 
during a one-year period. Same results are obtained with or 
without export to the grid of the surplus RE generation. 

 
The CO2-eq results obtained when applying the 
methodology explained in Section 2 to the considered 
case study (section 3) and for two schemes of renewable 
excess power management are presented in Fig. 4 as a 
function of the size of storage capacity. When the export 
of excess PV electricity is impossible (or not allowed), 
when increasing from zero to the ES capacity the GHG 
emissions appear to first decrease and then converge 
(top of Fig. 4). When implementing an ES, the excess of 
PV electricity that is not used instantaneously for the 
building can be stored for a later use, instead of being 
fully thrown away. This reduces the amount of electricity 
imports and increases the share of RE in the building’s 
energy consumption. As a result, compared to a system 
without ES (CES=0), a reduction of the GHG emissions is 

now obtained. The gap  which is indicated in the top of 
Fig. 4 corresponds to the operational benefits of using an 
ES. This gap corresponds to the maximum embodied 
carbon that an ES should exhibit in order to lead to 
emission neutrality. On the bottom of Fig. 4, the energy 
storage GWP neutral target (GWPES,max) is presented as a 
function of the ES capacity size and shows a converging 
value of 0.122 (kgCO2-eq/kWh). 

Figure 4: Top figure: GHG emissions at the building’s level. 
Bottom figure: GWPES,max to ensure GHG emission mitigation at 
the building level. 
 

In the case of possible exports of surplus PV electricity, a 
direct valuation of this RE excess is possible through the 
grid, even if no ES is part in the BES. The valuation of 
export to the grid is possible without extra embedded 
impacts and energy losses of local ES. Although the GHG 
emissions stagnate when increasing the ES capacity size, 
higher GHG emissions are always obtained in comparison 
with the initial case without ES (top of Fig. 4). 
Consequently, the proposed method exposed in section 
2 provides negative values for GWPES,max that are – 
mathematically correct – but a physical nonsense. This is 
further addressed in the discussion 
 
6. EXTENSION OF THE METHOD TO ENERGY TARGETS 
The same method explained in section 2 may be easily 
extended to other life cycle indicators. We propose in 
this section to treat the cumulative energy demand (CED) 
and its non-renewable part (CEDnr). The energy 
footprints of the electricity generated by the PV panels 
considered in the case study are presented in Table 2 and 
come from [14].  
The hourly energy footprints of the Swiss grid used in this 
study come from [4]. The mean annual values for the 
Swiss mix are 11.86 (MJeq/kWh) for the CED and of 10.46 
(MJeq/kWh) for CEDnr with a relative standard deviation 
of respectively 10.9 and 18.1%. 
 
Table 2: Energy footprints of the PVs considered in Table 1 

Orientation CED  

(MJeq/kWh) 

CEDnr  

(MJ eq/kWh) 

East 1.52 1.41 

West 1.09 1.00 

Roof 0.66 0.61 
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Figure 5: CEDES,max and CEDnrES,max to ensure a mitigation of 
respectively the primary energy and its non-renewable part  at 
the building level when implementing an energy storage  
 

For the same reasons of the neutral GWP assessment, 
only the scheme that does not consider exports possible 
is presented in Fig. 5. The obtained tendencies of both 
functions CEDES,max=f(CES) and CEDnrES,max=f(CES) are 
similar to the one obtained for the GWP (see bottom part 
of Fig. 4). The convergence values for the primary energy 
neutral target (CEDES,max) is 10.2 (MJeq/kWh) and 8.8 
(MJeq/kWh) for its non-renewable part.  
 

7. CONTEXTUALISATION 
 The investigated range of the storage capacity has been 
chosen in order to understand the evolution and 
tendency of given indicators. To illustrate possible 
battery sizes within the frame of the case study, a full day 
of autonomy during mid-season (spring and autumn) 
corresponds to 350 kWh (3070 kg with an energy density 
of 114 Wh/kg). During the same period of the year, 
storing the daily excess PV production would require a 
storage capacity of 120 kWh (which represents 1050 kg). 
Considering Li-Ion technology, these two possible 
capacity sizes (350 and 120 kWh) and their associated 
embodied CO2-eq correspond to respectively to 33 and 11 
% of the GHG emission targets proposed by the Swiss 
standard SIA2040 [15] for the construction and 
exploitation of a new building.  
 

To put in regards the results obtained with products from 
the market, we have assessed the embedded GHG 
emissions and primary energy of commercial batteries 
with an inventory analysis performed with the ecoinvent 
database [21] and the deterioration measurement 
performed by the manufacturer [14]. Obtained results 
are presented in Table 3. These values are far below the 
neutral targets evaluated specifically for our case study. 
The extra margin is larger for the energy than for carbon 
footprint.  
 
Table 3: Energy and carbon footprints of commercialized Li-ion 
battery found in the literature. 

Li-Ion Technology GWP 
 (kgCO2-

eq/kWh) 

CED 
(MJeq/kWh) 

CEDnr 
(MJeq/kWh) 

Graphite-based [14] 0.021 0.351 0.319 
Titanate-based [14] 0.007 0.117 0.106 
Neutral targets  0.122 10.226 8.794 

  

The characteristics of the electricity provided by the grid 
mix which supplies the building are of prior importance 
when assessing the neutral targets of the storage. Let’s 
consider the same case study, with the same energy 
demand but with the grid electricity supplied by another 
national grid than the Swiss mix. According to [4], the 
mean annual carbon footprint of the French and German 
grid assessed on the base of hourly time steps exhibit a 
carbon footprint of respectively 0.080 and 0.860 (kgCO2-

eq/kWh). Looking back at Fig. 1, it is clear that a carbon-
intensive grid mix would generate a larger GWP neutral 
target for the storage. This is the case when placing our 
case study in Germany, with a resulting target GWPES,max 
of 0.785 (kgCO2-eq/kWh). Opposite to that, the very low 
carbon footprint of the French electricity allows a value 
of only GWPES,max=0.002 (kgCO2-eq/kWh), which is at the 
current time, very challenging to respect with 
commercialized energy storage. 
 
8. CONCLUSION 
This study aims at investigating the impacts of an energy 
storage on a building’s GHG emissions. We propose a 
methodology to determine the energy storage GWP 
neutral target as a threshold for GHG emission mitigation 
at the building level. This is particularly relevant when 
selecting an appropriate storage technology and its 
capacity size. This methodology requires hourly data of 
both the grid carbon footprint and the building final 
energy consumption, and is easily applicable by 
engineers and building designers to ensure 
environmental perquisite of energy storage at the 
building level already during the design stage. The 
methodology could be used for any kind of ES technology, 
and for any kind of environmental indicators used in LCA. 
But one must be aware that the obtained results are 
dependent of the investigated case study, i.e. how and in 
which environment the building is designed.    
The limit of the study and the robustness of the obtained 
results are the same than the usual ones that engineers 
and LCA practitioners face when dealing with 
environmental impacts in buildings. In particular, if LCA 
studies are known to be appropriate for performing 
comparative studies, at the same time they have severe 
drawback for generating robust absolute values. This is 
particularly true when dealing with construction 
materials and energy medium uncertainties [22-23]. 
Nevertheless, “estimation for life cycle environmental 
emissions cannot be avoided because of the uncertainty 
involved” [24]. 
The methodology has been tested on a case study 
consisting of a feasibility project of a high-performance 
building located in Fribourg, Switzerland. The results 
obtained by simulations show the importance of the 
scheme for the surplus RE management. GHG emissions 
mitigation by ES implementation is achievable only 
without electricity exports to the grid. In such a case, the 
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numerical example performed on the base of the case 
study indicates that the targets are easily satisfied with 
commercial products. Following the same calculation 
procedure, the neutral target for the primary energy and 
its non-renewable part have also been worked out. The 
numerical results have also confirmed the possibility to 
stay below these sustainability thresholds with 
commercial energy storage. On the other hand, we found 
that the characteristics of the grid where the building is 
planned are of prior importance when assessing the 
neutral target of an energy storage. If it is very easy to 
mitigate the GHG emissions in buildings by the use of an 
energy storage in Germany, this might be technologically 
very challenging with low-carbon electricity such as the 
one delivered by the French grid. 
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ABSTRACT: Due to the expectation of climate change and increasing global temperature, new building rates will face 
challenges. Nearly 40% of world-wide carbon emissions can be linked to building's energy consumption. Therefore, it is 
significant to understand how a building's energy consumption will behave under future climate change in order to 
reduce carbon emissions. The residential sector's demand for energy in the KSA is massive at 50%. Based on recent 
government initiatives of KSA, mandatory new residential buildings must meet stringent energy codes. This study 
investigates the effects of applying the new Saudi residential building energy codes for a detached single-family house 
(villa) located in Jeddah, KSA. This study aims to see how the code might perform under current and future climate 
change scenarios. Although the current code already shows a significant improvement in combating future climate 
change, a total reduction of 38% in the annual cooling demands of existing villas in Jeddah after applying the new 
standards will be illustrated. However, increases in cooling energy demand due to climate change still exist. Applying 
more passives strategies that are not included in the code would assist the researcher in knowing if there are other 
means to achieve significant decreases in cooling demand. 
KEYWORDS: Climate Change, Energy Consumption, Residential Villas, Energy Code, Hot Climate  

 
 

1.1 INTRODUCTION  
Saudi Arabia mainly depends on oil and natural gas as 
sources of energy. More than half a million barrels of oil 
is being used daily in the country in order to generate 
electricity[1]. The per capita CO2 emissions that results 
from the energy consumption in the KSA in 2012 
increased and is ranked the highest in comparison with 
many developed countries in the world[2]. The building 
sector is a major contributor to energy demand in the 
Kingdom of Saudi Arabia (KSA) due to the reliance on air 
conditioning for cooling. Buildings (residential, 
governmental, and commercial) consume around 75% of 
the total electricity generated in KSA with an annual 
growth rate of 7%[3]. Among different types of buildings, 
the residential building sector represents more than 50% 
of the total electricity consumed in the country figure 
1.[4] This is due to the fact that currently most of the 
residential buildings are not insulated. In addition to this, 
the hot climate of KSA causes high demands for air 
conditioning particularly during the summer season. 
Furthermore, the building sector is considered to be in a 
need for building 2.32 million new houses by 2020 in 
order to meet the requirements of population growth, as 
at present only 24% of the Saudi citizens have their own 
home[5].  
 In view of this issue, many researchers have indicated 
that setting out energy standard and code can play an 
important role to enhance the buildings energy 
efficiency[1]. Based on the recent initiative provided by 
the government of KSA, a mandatory new build 
residential buildings` energy code has been established 
to reduce energy consumption. According to the Saudi 

Energy Efficiency Centre(SEEC), this code is expected to 
achieve 30-40% energy reduction in the residential 
sector[3]. However, the issue of energy consumption of 
the existing and new build residential buildings will be 
exacerbated because of climate change. Based on the 
study conducted by Almazroui et al.2012[6], it was found 
that the temperature in KSA will increase at a rate of 
0.72°C mean temperature each decade. Furthermore, by 
2050 the temperature will see an increase in a rate 
between 2.0–2.75°C. Therefore, the building capability to 
tackle future climate change is critical [7]. Based on 
reviewing the residential buildings` energy code, it was 
found that predicted future climate change was not given 
any consideration. Therefore, this study focuses on 
examining the capacity of the Saudi residential building`s 
energy code to cope with future climate change. 
 

 
Figure 1: Energy consumption by building sectors in Saudi 
Arabia. 
 

1.2 LITERATURE AND BACKGROUND 
Due to advanced building technologies, the lifespans of 
buildings are increasing, so the demolition rate of 
buildings will fall in the future. Another important 
consideration is that worldwide building energy 
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consumption contributes around 40% of global total 
carbon emissions. Therefore, to achieve rational use of 
energy in the context of future climate change, it is 
crucial to understand the potential impact of global 
warming on the thermal performance of a building and 
to take appropriate measures to prevent unnecessary 
energy waste, through both energy-saving designs and 
operational management.[8] The influences of global 
warming on building energy performance and the 
corresponding adaptive strategies have gained much 
attention worldwide. 
A recent research was conducted by Radhi to assess the 
potential impact of climate change on residential 
buildings in the United Arab Emirates. The study found 
that the energy demand for cooling buildings would 
increase at a rate of 23.5% when the temperature 
increased in Al-Ain city by 5.9°C.[9] Wong et al. 
investigated future trends of cooling load in the 
residential sector in subtropical Hong Kong under 
dynamic weather scenarios in the 21st century. The 
results of the study show that the percentage increase 
for the last 30 years of the 21st century is predicted to be 
21.6%.[10] Another study in Australia was conducted to 
evaluate the climate change impact on residential 
building's heating and cooling energy requirements. It 
was found that the predicted increase in the total heating 
and cooling energy consumption was up to 120% and 
530% if the global temperature increases 2°C to 5°C 
respectively.[11] 
Although the Gulf region has it's fair share of academic 
research on this subject, the topic of global warming and 
its effects on building energy performance is surprisingly 
scant.  The bulk of research on construction energy 
performance has been conducted on buildings assumed 
to be constructed in limited weather conditions.[9]  The 
aim of this study is to shed light on the effects of climate 
change on the energy usage of newly-built and existing 
air-conditioned living residences in The Kingdom of Saudi 
Arabia. 
 
1.3 DESCRIPTION OF THE CODE 
In response to the crisis of high energy consumption that 
results from massive growth of building sector, in 2012 
the government of Saudi Arabia introduced a royal 
Decree No.6927 by applying the thermal insulation for all 
building sector and this was aimed at improving the 
energy efficiency in buildings mainly by requiring the use 
of thermal insulation. In 2013, the standard 
No.2856/2014 Thermal Transmittance Values for 
Residential Buildings was issued by the Saudi Standards 
Metrology and Quality Organization. This standard is 
derived from Saudi Building Code Chapter 601(Energy 
Conservation).The standard particularly regulates 
maximum thermal transmittance U-values for residential 
buildings envelope such as Walls, roofs and window 
glazing. These U-values were applied and become a 

mandatory for all residential buildings in two stages as 
code 1 and code 2. Code 1 was implemented for all the 
residential buildings that were built after 2013. Then, 
code 2 was applied to be required for all residential 
buildings that were built after January 2017. 
 
1.4 BACKGROUND AND CLIMATE OF JEDDAH CITY 
     This research selected Jeddah city as a case study to 
investigate. This city faces the western coast of Saudi 
Arabia and it has tropical arid climate base on Koppen’s 
climate classification. Jeddah is also one of the fastest 
growing city into a future buildings construction in the 
region .Jeddah city is a vital city in Saudi Arabia with a 
population more than 4 million which accounts for 
almost 15% of the total population of Saudi Arabia.[12] 
Furthermore, the severity of Jeddah`s weather 
necessitates the investigation of energy consumption in 
this city as it is considered one of the greatest challenges 
in the country.  
 Jeddah city has a hot climate with high humidity most of 
the year especially in the summer season which extends 
from May till October. The monthly average temperature 
range is between 30°C to 33°C and the maximum 
temperature reaches 40°C in July. The Winter season is 
from November to April with monthly average 
temperature from 23 °C to 27°C. Figure 2 shows the 
maximum, minimum and monthly average dry-bulb 
temperature for Jeddah city.  

 
Figure 2: The monthly maximum, minimum and average 
outdoor temperature for Jeddah, Saudi Arabia. 
 

2.1 METHODOLOGY  
     In order to evaluate the performance of the 
residential buildings` energy code in KSA, a detached 
single-family house (villa) located in Jeddah city has been 
selected for this study. This villa was built in 2008 before 
applying the Saudi residential building`s energy code. 
This is becoming a typical villa and represents the 
dominant type of residential buildings in Jeddah city. This 
housing type represents 20% of the total housing 
number in KSA.[13] A three-dimensional model for this 
typical villa that was built based on the architectural 
drawings using DesignBuilder software (version 5.0.1) as 
shown in figure 3.  
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   Figure 3: villa under study. 
 

      The use of this simulation tool as investigatory 
method is to principally assess the performance of the 
residential buildings` energy code under future climate 
change. The building characteristics including 
construction materials, cooling system types, lights and 
equipments of the physical villa were applied and 
modelled in DesignBuilder with occupancy and activity 
profile as shown in table 1.Current and future weather 
data files for the periods (2010, 2050 and 2080) also 
greenhouse gas emission scenarios the A2, A1B, and B1 
for Jeddah city were obtained from the climate generator 
software Meteonorm 7. This software is a climate 
generator tool that provides users with weather data 
files for most locations world-wide. [14] 
 
2.2 MODEL VALIDATION 
     Hourly temperature calibrations between the 
DesignBuilder model and the actual interior temperature 
were conducted by recording the indoor and outdoor 
temperature at hourly intervals. Ibutton dataloggers 
(DS1921H-F5 Thermochron) were placed in each single 
room in the house in a constant position to be away from 
any heat source and to record the indoor temperature. 
Also, Ibutton dataloggers (DS1923-F5# Hygrochron) were 
sheltered from direct sunlight and rainfalls and fixed on 
the top of the villa`s roof to record the outdoor 
temperature Figure 4 shows the equipment that were 
used for on-site measurements .The process of field 
measurements began in June 2017 and ended in August 
2017. The study intends this period of time because this 
three months during summer represents the hottest 
weather in the year where the use of the air conditioner 
peaks. Monitoring process were also attempted to 
monitor and extract the occupancy and the schedule of 
the house for those three months. 
 
Table 1: characteristics of the villa and simulation options. 
 

Parameters Villa 

No. of floor 2 floors+ annex 
Total area 439.25 m2 
Building Height 9.6 m 
Orientation North 

External/ Internal walls 
20 mm mortar (outer surface) 
200 mm Hollow red-clay brick 
20 mm mortar (inner surface) 

Internal floors 

10 mm ceramic tiles (outer 
surface) 
25 mm mortar 
150 mm Reinforced Concrete 
20 mm mortar (inner surface) 

Roof 

25 mm Terrazzo Tiles (outer 
surface) 
25 mm mortar  
4 mm Bitumen layer  
150 mm Reinforced Concrete 
20 mm mortar (inner surface) 

WWR  14.5 % 
Window glazing 6 mm Single clear glazing 
Infiltration rate 0.7 ac/h (estimated) 

HVAC system 
Constant volume DX with no 
heating 

Occupancy 0.0136 person/m2 
Thermal zones Multi zones 
Cooling set point 
temperature 

25.5 ◦C (stated in the code) 

 

 
Figure 4: Equipment used for on-site measurements. 
 

     Figure 5 displays hourly comparison between the 
actual measured data and DesignBuilder results for the 
living room in the villa for five days while the building was 
a free-running. The calibration results show that there is 
no more than ±4% difference between the measured and 
simulated temperature. According to Taleb [15] the 
researcher can consider the model to be valid as long as 
the difference between simulated and measured results 
is less than 5%. In addition, billed monthly consumptions 
of electricity for the villa were obtained from the Saudi 
Electricity Company to compare with those calculated for 
the base case villa. Figure 6 draws a comparison between 
utility bills consumption and DesignBuilder results during 
three months .The calibration processes were employed 
to principally validate the calculations of the 
DesignBuilder model and supporting the state of being 
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confident and certain about the simulations in order to 
conduct a study under the impact of climate change. 
 

 
Figure 5: Hourly calibration between on-site measured data and 
calculated consumption for living room in the villa. 
 

 
Figure 6: comparison between utility bills consumption and 
DesignBuilder results for the three months. 
 

2.3 SIMULATION PROCESS 
     In order to ensure the constancy of the annual 
simulations analysis results, the typical Saudi daily 
schedules pattern for lighting, equipment and occupancy 
were specified from previous study of energy 
conservation in the existing residential buildings in Saudi 
Arabia.[16] The monthly energy DesignBuilder 
simulation results for the base case villa under the 
current climate is acquired and shown in figure 7. As 
expected, figure 7 shows that the space cooling 
represents 83% of the total annual electricity energy 
consumption for the villa. The next stage was to apply 
code 1 and code 2 to the base case villa in order to 
evaluate the performance of the base case villa against 
code 1 and against code 2 under the current climate. 
Table 2 draws a comparison between U-values of the 
typical villa and the current codes which have been 
studied in this research. In order to achieve the thermal 
transmittance U-values that are listed in the code for 
walls and roofs, practical construction materials and 
methods that are commonly used in Saudi Arabia were 
selected. Table 3 summarized the specifications of 
construction methods and materials for walls and roofs 
that are currently used in KSA. Finally, extensive 

simulations by engaging climate change scenarios were 
conducted to examine the requirements of the Saudi 
residential building's energy codes for external walls, 
roofs and openings specifications. 
 
Table 2: U-values (W/m2K) for existing typical villa and the 
Saudi residential building`s energy codes (code1 and 2). 
 

U-Value 
(W / m2 K) 

Existing 
Building 

Code1 

 
Code 2 

Roofs 3.40 0.31 
 

0.20 
 

Ext. Walls 1.82 0.53 0.34 

Windows 
 

5.71 
SHGC - 0.81 

 
2.67 

SHGC - 0.25 

 
     2.67 
SHGC - 0.25 

 
Table 3: Construction characteristics for walls and roofs. 

 
Parameter Code 1 Code 2 

 

Wall  20 mm mortar (outer 
surface) 
100 mm Hollow red-
clay brick 
50 mm expanded 
polystyrene 
150 mm Hollow red-
clay brick 
20 mm mortar (inner 
surface) 

20 mm mortar 
(outer surface) 
100 mm Hollow red-
clay brick 
80 mm expanded 
polystyrene 
150 mm Hollow red-
clay brick 
20 mm mortar (inner 
surface) 

Roof  25 mm Terrazzo Tiles 
(outer surface) 
25 mm mortar  
4 mm Bitumen layer  
100 mm expanded 
polystyrene 
150 mm Reinforced 
Concrete 
20 mm mortar (inner 
surface) 

25 mm Terrazzo Tiles 
(outer surface) 
25 mm mortar  
4 mm Bitumen layer  
160 mm expanded 
polystyrene 
150 mm Reinforced 
Concrete 
20 mm mortar (inner 
surface) 

 

 
Figure 7: Monthly electricity consumption for the base case villa. 

3. RESULTS AND DISCUSSION 
     Figure 8a shows the monthly cooling energy 
consumption for the existing villa under the current 
climate and the A2 future climate scenarios. It can be 
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clearly seen that the yearly cooling loads with the existing 
villa under the current climate extend from 2000 kWh in 
January to a peak cooling load of 10000 kWh in July but 
with the future climate A2 scenario in 2080, the cooling 
load increases from 6000 kWh in January to 14000 kWh 
in July.  Figure 8b shows the same 12-month time frame 
of cooling energy consumption for the retrofitted villa to 
code 1 under the current climate and the A2 future 
climate scenarios. The graph shows the result that the 
yearly cooling load with the retrofitted code 1 under the 
current climate range from 1200 kWh in January to a high 
cooling load of 6800 kWh in August but with the future 
climate A2 scenario in 2080, the apex cooling load of 
8400 kWh is achieved in August and a trough of 2000 
kWh is attained in February. 
      Figure 9 shows the total annual cooling energy 
consumption in the current and future climate periods 
under different climate change scenarios for the base 
case villa ( in blue) , retrofitted villa to code 1 ( in orange) 
and retrofitted villa to the standard of the code 2 ( in 
grey). It is shown that applying code 1 to the existing villa 
has achieved a high reduction in the total annual cooling 
demands with a rate of 38% calculated. The saving rate 
in the total annual cooling requirements by applying 
code 2 to the base case villa is approximately the same 
level as applying code 2 as it achieved 40 %. As it can be 
seen, the 2% difference in cooling energy savings from 
code 2 and code 1 is negligible. As mentioned previously 
by Saudi Energy Efficiency Centre (SEEC), this code is 
expected to achieve 30-40% energy reduction in the 
residential sector. This prediction meets the results of 
this study that shows 40 % reduction in the total annual 
cooling loads for the base case villa by applying code 2. 
Therefore, applying code 2 to this housing type (villa) 
which represent one fifth of the overall total number of 
the residential buildings in KSA can improve the energy 
performance and reduce the consumption of energy in 
the building sector in Saudi Arabia. As figure 7 shows, A2 
is the worst scenario.  However, this is due to abnormally 
high temperatures.    Based on the climate condition from 
the current climate to 2050 (A2 scenario), the most 
consumed energy of annual cooling for the retrofitted 
villa to code 1 is being increased at a rate of 23 %. While 
over the climate change from the current to 2080, this 
increase will reach at a rate of 38%.  

      

(a)  
 

(b) 
 

(c)  
Figure 8: the changes in monthly cooling energy consumption 
for the base case villa (a), code 1 villa (b) and code 2 villa (c) 
under the current climate and future climate change (A2 
scenario). 
 

 In general, the results indicate that the global 
warming will negatively cause an impact on the demand 
of the total electricity. This is based on the changing the 
climate producing a rise in the cooling energy demand. 
As a result, applying code 1 can nullify the effects of the 
future climate changes in the 2080s. This is so due to the 
total annual cooling energy consumption for the code 1 
retrofitted house not being as high as the cooling energy 
use for the base case villa under the current climate.  The 
outcome of applying code 1 for the base case villa is 
considered as a major contribution by reducing the 
cooling energy consumption and combating the effects 
climate change. 
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4. CONCLUSION 
      This study investigated the effects of applying the 
Saudi residential building`s energy code for a detached 
single-family house (villa) located in Jeddah, Saudi Arabia.  
Also, this study aimed to see how the code would 
perform under the current climate and future climate 
change scenarios.  The software DesignBuilder was used 
for this study as a simulation and investigatory tool to 
principally assess the performance of the residential 
building’s energy code under future climate change 
senarios. It is clear that the base case existing villa 
specification will not be able to tackle the effects of 
future global warming as cooling is the main worry due 
to the harsh weather conditions in Saudi Arabia. 
Administering the Saudi Residential buildings energy 
standards to the existing villa attained a high reduction 
in the total annual cooling demands equalling to 38%. 
Applying code 1 can minimize the effects of future 
climate changes.  However, there is still an increase in 
cooling energy demand due to climate change. 
     Further studies are required to improve the current 
code by using the code 1 and code 2 as a base case. Also, 
more investigative and passive strategies that are not 
included in the Saudi Residential buildings energy code 
for different climate zones in Saudi Arabia in order to 
neutralize the effects of future climate change should be 
considered in future analyses. 
 

 
Figure 9: the total annual cooling energy consumption in the 
current and future climate periods under different climate 
change scenarios for the base case villa, retrofitted villa to code 
1 and code 2. 
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ABSTRACT: This paper discusses the cooling potential of three types of green roofs, insulated, uninsulated, radiant-
evaporative, evaluated with test cells. Different rules and schedules were tested for irrigation, water movement through 
the radiant pipes, plenum fan operation, and cooling with outside air. Results indicate that on warm days with maximum 
outdoor temperatures below 32 °C the uninsulated green roof will perform better and on drier days up to 44 °C and a 
Wet Bulb Temperature below 24 °C, the green roof with a radiant system and evaporative cooling performs better. On 
very warm days with high maximum temperatures above 33 °C the insulated green roof and the insulated roof (non-
green) perform better. Optimum zones for the green roofs are plotted on the Building Bioclimatic Chart. 
KEYWORDS: Green Roofs, Passive Cooling, Radiant- Evaporative Passive Cooling.  

 
 

1. INTRODUCTION  
Green roofs, also called “eco-roofs”, “living roofs” or 
“roof gardens”, are roofs substantially covered with 
vegetation. They have many benefits over conventional 
roofs, reducing storm water runoff, the heat island effect 
in cities, and energy requirements for cooling; all of this 
while sequestering CO2 from the atmosphere [1]. 
However, because of their expense, the building industry 
has yet to fully embrace them.  
Green roofs shade the rooftop layer, reducing the direct 
influence of solar radiation [2] [3]. Green roofs have also 
been proposed as a summer energy conservation 
strategy that reduces heat flow from the exterior to the 
interior. In a typical non-vegetated roof with some 
thermal mass, accumulated daytime heat continues its 
transfer to the interior during the night. The vegetation 
of a green roof reduces solar gains so that there is less 
heat flowing to the interior at night [4].  
This paper discusses the cooling potential of several 
green roofs developed by the authors including one 
based on a previous prototype [5] and tested from 
September to December of 2017. More tests are being 
done in 2018 and will be included in future papers.  
 
2. EXPERIMENTAL SET UP 
The cooling potential is evaluated using test cells with 
different roof configurations. The performance of the 
proposed green roof is compared with other green roofs 
and a control cell with a well-insulated, non-vegetated 
roof. The test modules are located at the Lyle Center for 
Regenerative Studies at Cal Poly Pomona University, 30 
km east of Los Angeles, in California. The climate is hot 

and dry with an average high temperature of 31.5 ◦C in 

August and an average low of 5.3 ◦C in January. 
 

 
Figure 1: View of the Test Cells with Shade 

 

All modules are 1.35 m. × 1.35 m. × 1.35 m. The walls of 
the test cells are 178 mm thick, with drywall on the 
inside, 50.8 mm × 101.6 mm studs with glass wool 
insulation, OSB board, XPS insulation board, and 
plywood on the outside. The floor of the cell is OSB 
board and XPS insulation board. The U-value of the 

wall is 0.308 W/m2 K and the U-value of the floor is 

0.299 W/m2 K. The walls are painted white to reduce 
the heat gains. A double glazed window 610 mm wide 
× 610 mm high was installed in the south wall, and was 
tested with and without shade. A 101.6 mm (Diameter) 
exhaust fan and intake flap were installed to provide 
ventilation with different schedules. Plastic wheels (89 
mm diameter) were installed under the cell to adjust 
orientation and location of the cells.  
The design of the roof is the only difference between the 
cells: an insulated green roof, an uninsulated green roof, 
a green roof with a radiant system and misting irrigation, 
and a non-green insulated roof as a control were 
compared over several series with and without night 
ventilation and shade (Fig 1). 
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Every roof assembly except the cell with the non-

insulated green roof had 140 mm glass wool insulation. 

Cells with green roofs had climate appropriate succulents 

with a Leaf Area Index (LAI) of 4.  
 
3. GREEN ROOF SYSTEMS 
3.1. Insulated green roof 
This green roof had insulation underneath the planting 
material (Fig. 2). The U value of the insulated green roof 
including the wood structure was 0.282 W/m2 K (See Fig: 
3). The conditions inside the insulated green roof are 
affected by the thermal mass inside the space, the 
ventilation rates, and the amount of shade in the window. 
 

 
Figure 2: Insulated Green Roof 
 

 

# Material mm W/mK 
U-Value 
(W/m2K) 

1 Soil 130 0.610 

0.282 

2 Gravel 20 2.000 

3 Water Proofing Liner 1 0.210 

4 Metal Pan 2 44.000 

5 OSB 11 0.130 

6 Glass Wool 21 0.044 

7 XPS 127 0.043 

8 Dry Wall 11 0.180 

Figure 3: Insulated Green Roof U- Value  

 
Many tests with different combinations of these 
variables were done. Best results were achieved with 
night ventilation, more window shade and more thermal 
mass. Because the green roof’s thermal mass is not 
coupled to the interior of the space it requires additional 
thermal mass inside the space to perform better. This 
thermal mass acts as a heat sink during the daytime 
reducing maximum temperature and daily swing. In this 
type of green roof, the insulation reduces solar gains 
during the day and increases the applicability of the 
green roof under very hot conditions. However, the 
building should be shaded, night ventilated, and with 
thermal mass, providing some thermal comfort (28°C) 
with outdoor temperatures up to 43 °C. 
 
3.2. Uninsulated Green Roof 
In the uninsulated green roof, the planting material is 
thermally coupled with the interior of the space via a 

metal plate under the green roof. There is no insulation 
between the green roof and the space below. The U 
value of the uninsulated green roof including the wood 
structure was 2.534 W/m2 K (See Fig: 5). An uninsulated 
green roof combined with night ventilation cools a space 
in two ways: during the daytime, the vegetated canopy 
layer reduces solar gains through shade while the growth 
medium acts as a heat sink. During the night, the cell is 
night ventilated and the growth medium cooled with 
outside air (Fig 4).  
 

 
Figure 4: Uninsulated Green Roof 
 

 

# Material mm W/mK 
U-Value 
(W/m2K) 

1 Soil 130 0.610 

2.534 
2 Gravel 20 2.000 

3 Water Proofing Liner 1 0.210 

4 Metal Pan 1 44.000 

Figure 5: Uninsulated Green Roof U- Value  
 
Night ventilation is provided with a fan and all the cells 
are equipped with dimmers and timers to adjust the 
ventilation rate and start/end times. The climatic 
parameters that determine the cooling effectiveness of 
night ventilation are the minimum air temperature, 
which determines the lowest temperature achievable 
inside the building; the daily temperature swing, which 
determines the potential for lowering the indoor 
maximum below the outdoor maximum; and the water 
vapor pressure level, which determines the upper 
temperature limit of indoor comfort with still air or with 
air movement. The main building parameters that affect 
the effectiveness of cooling with night ventilation are the 
insulation level, the amount of thermal mass and the 
amount of glazing [6]. Different ventilation cooling 
strategies were tested using temperature-based rules or 
schedules.  
 
3.3. Radiant-Evaporative cooled green roof  
The radiant-evaporative cooled green roof consisted of a 
radiant water pipe, water pump, and sprinkler (mist type) 
on the green roof. The water flow in the pipe and the 
sprinklers can operate on different schedules, based on 
their different functions. The sprinkler was typically 
scheduled to operate during the daytime and reduced 
the soil temperature with the evaporatively cooled water.  
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Figure 6: Radiant- Evaporative Green Roof 
 

 

# Material mm W/mK 
U-Value 

 (W/m2K) 

1 Soil 130 0.610 

0.282 

2 Gravel 20 2.000 

3 Water Proofing Liner 1 0.210 

4 Metal Pan 2 44.000 

5 OSB 11 0.130 

6 Glass Wool 21 0.044 

7 XPS 127 0.043 

8 Dry Wall 11 0.180 

Figure 7: Radiant- Evaporative Green Roof U-Value 

 
The radiant system consists of a closed-loop pipe with a 
total length of 33 m. embedded in the soil of the green 
roof and which continued inside the test cell. A pump 
circulates the water inside the pipe and was operated by 
a digital timer, which turned on or off according to 
different schedules. The pipes are separated from the 
space by a plenum and an insulated ceiling (Fig 6), also 
with a sensor operated fan that provides cool air when 
needed below. The radiator absorbs heat from the 
interior of the cells which is dissipated through the green 
roof and the evaporation. The U value of the radiant- 
evaporative green roof was also 0.282 W/m2 K. (See Fig: 
7). The activation temperature of the fan is set a 21 ◦C, 
transferring air from the plenum, cooled by the radiant 
system, to the interior of the space, thus cooling it.  
 
4. MONITORING SYSTEM AND SCHEDULE 
HOBO type data loggers by Onset computer were used 
for data collection (Model: U12-012, UX 120-006 M, 
TMC6-HD). These data loggers and sensors were installed 
in multiple locations inside and outside of the test cells 
to monitor dry bulb temperature and relative humidity 
(Fig. 8). Every sensor was connected to the data logger, 
and the sensors were installed according to DIN EN 
60751 regulations. A wire type temperature sensor with 
metal sensing tip was used to measure outdoor 
temperature, which is connected to the HOBO device. 
The sensor that measured outdoor dry bulb temperature 
was inside a solar radiation shield designed to block solar 

radiation with multiple louvers while providing maximum 
air flow. [5] 
 

 
Figure 8: Sensor location 

 
The data loggers were set up to collect information every 
5 minutes. Fans provided night ventilation and were 
tested with different operating schedules, for example 
programmed to turn on at 8pm and turn off at 8am. The 
exhaust fans in the ceiling of the green roof with radiant 
cooling and the green roof with air space were 
programmed to turn on if the interior space temperature 

increased above 21◦C. 
For these series, the water in the radiant cooling pipes is 
programmed to flow all day. Sprinklers operate during 
the warmest/ driest time of the day, turning on for five 
minutes every half hour, from 12:15 pm to 3pm, a total 
of 45 minutes of irrigation every day. (Fig.9) 
A total of nine monitoring series were conducted 
between September and December of 2017. Different 
rules and schedules were tested for irrigation, water 
movement through the radiant pipes, plenum fan 
operation, and cooling with outside air. 
 

 
Figure 9: Operation Schedule  

 
5. RESULTS AND DISCUSSION 
Results indicate that all cells with green roofs have lower 
indoor maximum temperatures than outdoor maximums. 
Under certain conditions, both the test cell with the 
radiant/evaporative cooling system and the uninsulated 
green roof perform better than the test cells with the 
insulated green roof and the conventional insulated roof 
(Fig 10).  
The indoor temperature swing is a variable that helps to 
understand the thermal performance of the system. A 
smaller swing close to the comfort zone indicates more 
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thermal stability and probably better performance. In 
general, the additional thermal capacity of the green roof 
improves performance of the uninsulated green roof as 
does the green roof with a radiant system. An exception 
is with very high daytime temperatures when the 
uninsulated green roof does not have enough thermal 
capacity to store more solar gains and the green roof 
overheats, later transferring this heat to the interior.  
 

 
Figure10: Series Nov 22-23: Night ventilated and shade. 

 
Comparing the average maximum temperature inside 
the cells with the average maximum exterior 
temperature also helps to determine thermal 
performance. A higher temperature difference indicates 
more cooling, because the indoor maximum is much 
lower than the outdoor maximum. Figure 11 compares 
the average reduction of the maximum temperature in 
the green roof cell with radiant/ evaporative cooling 
compared with the conventional insulated roof, with and 
without shade. In both cases the cell with the 
radiant/evaporative system performs better than the 
insulated roof, with a larger reduction of the outdoor 
maximum temperature. The difference between the two 
types of roofs is 0.4 °C for the shaded series and 0.7 °C 
for the non-shade series. Even though the value is 
relatively small it is consistent over different conditions. 
 

 
Figure 11: Average Maximum Temperature Reduction of Green 
Roof with Radiant/ Evaporative Cooling and Conventional Roof. 
Shaded and Non-Shaded Series  

 

6. APPLICABILITY OF GREEN ROOF SYSTEMS UNDER 
DIFFERENT CONDITIONS 
Plotting and comparing daily recorded indoor and 
outdoor maximum temperature and minimum relative 
humidity on the Building Bioclimatic Chart on the 
psychrometric diagram helps to understand the 
performance of the system. 
A lower indoor maximum temperature indicates a better 
cooling performance. The limits of outdoor optimum 
performance for each system are determined by the 
relationship between the indoor temperature and the 
comfort zone for a given exterior maximum temperature. 
If the indoor conditions are inside the comfort zone, the 
strategy is assumed as effective for those exterior 
temperature and relative humidity conditions. 
Data for the maximum temperature and minimum 
relative humidity outside and inside were plotted on the 
psychometric chart. A total of 26 usable data points were 
plotted for 26 selected days tested under different 
conditions with and without shade. 
The goal of this analysis was to determine the 
applicability of the different green roof strategies under 
varying outdoor conditions. Colors were used to 
represent each option, blue for the green roof with 
radiant/ evaporative system, purple for insulated green 
roof and green for a non-insulated green roof (Fig. 15). If 
the indoor temperature was inside the comfort zone (up 
to 27 °C) when the outdoor temperature was above the 
comfort zone, the strategy was assumed to be effective 
to achieve indoor thermal comfort during this period. If 
indoor comfort was not completely achieved, but the 
temperature inside the cell was between 27°C and 31 °C, 
we described the area with this condition as having 
medium effectiveness to achieve comfort.  
The comfort zone used for this analysis was generated by 
combining the winter and summer zones proposed by 
ASHRAE Standard 55. The comfort zone is between 20 °C 
and 27 °C DBT, Absolute Humidity below 12 g / Kg and a 
Relative Humidity above 10%. 
 
6.1 Green roof with evaporative cooling 
Fig. 12 shows the psychrometric Chart with the data for 
the cell with the green roof with evaporative cooling and 
the lines that define this design strategy in blue. The area 
in which the evaporative cooling strategy is effective to 
achieve indoor thermal comfort is between 20°C and 
33°C Dry Bulb Temperature; 10 °C and 21 °C Wet Bulb 
Temperature; and below the 60% Relative Humidity 
curved line.  
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Figure 12: Building Bioclimatic Chart with Evaporative Cooling 

 
The medium effectiveness area for evaporative cooling is 
indicated with a dotted blue line between 33°C and 42°C 
Dry Bulb Temperature and 21 °C to 24 °C Wet Bulb 
Temperature. 
 
6.2. Uninsulated green roof 
The area in which the uninsulated green roof strategy is 
effective to achieve indoor thermal comfort is between 
20°C and 29°C Dry Bulb Temperature; up to 21 °C Wet 
Bulb Temperature; and below the 70% Relative Humidity 
curved line (Fig. 13). The medium effectiveness area is 
marked with a green dotted line between 29°C and 39°C 
Dry Bulb Temperature and below 23 °C Wet Bulb 
Temperature; and the 70% Relative Humidity curved line. 
 

 
Figure 13: Building Bioclimatic Chart with Uninsulated Green 
Roof 

 
6.3. Insulated green roof 
The area in which the insulated green roof is effective to 
achieve thermal comfort is indicated by a purple line in 
Fig. 14; between 20 °C and 33°C Dry Bulb Temperature, 
and 12 g/ Kg of Absolute Humidity. The medium 
effectiveness area is indicated with a purple dotted line 

between 33°C and 43°C Dry Bulb Temperature, and 12 g 
/ Kg of Absolute Humidity. 
 

 
Figure 14: Building Bioclimatic Chart with Insulated Green Roof 

 
7. CONCLUSION 
Results indicate that on warm days with maximum 
outdoor temperatures below 32 °C the uninsulated roof 
will perform best and on drier days up to 44 °C with a Wet 
Bulb Temperature below 24 °C, the radiant system with 
evaporative cooling performs better. On very warm days 
with high maximum temperatures above 33 °C the 
insulated green roof and the insulated roof (non-green) 
perform better than the uninsulated green roof.  
The daily temperature swing is also an important factor 
that affects performance, especially when night 
ventilation is implemented and daily temperature swings 
are above 10 °C and minimum outdoor temperatures are 
below 18 °C.  
On cooler days, with maximum temperatures below 31°C 
the uninsulated green roof performs better than the 
insulated green roof, as is the case on November 14 and 
17, where the maximum temperature recorded outside 
was 31 °C, producing an interior temperature of 29 °C 
and 28 °C respectively. In these two days, the thermal 
swing outside was 20 °C. 
Analysis indicates that in locations with a daily swing 
greater than 25 °C, an insulated green roof with thermal 
mass works better, and in places where the amplitude 
does not exceed 20 °C it is acceptable to use an 
uninsulated green roof. However, both work better with 
a higher daily temperature swing. 
On drier days with maximum outdoor temperatures 
below 40 °C and very low outdoor relative humidity, the 
green roof with radiant and evaporative cooling 
performs better than the control roof. An example is 
November 23, when the maximum exterior temperature 
reached 39 °C, with 15% Relative Humidity, in these 
conditions the radiant/ evaporative system performed 
best. 
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The conditions under which these green roofs are most 
effective are defined on the psychometric chart (See Fig. 
15). This is a first approximation of what could be a useful 
design guide to select the most effective green roof for 
cooling in each climate. 
The "green roof with evaporative cooling" (See Fig. 12) 
works best between 20°C and 33 °C DBT and 10 °C to 21 
°C WBT. The medium effectiveness area is between 33 °C 
and 42 °C DBT and below 24 °C WBT, and below 60% RH. 
The "uninsulated green roof" (See Fig. 13) works best 
between 20°C and 29 °C DBT and a WBT up to 21 °C. The 
medium effectiveness area is between 29 °C and 39 °C 
for DBT and below 23°C WBT, and between 0 g / Kg of 
Absolute Humidity and70% RH. 

 
Figure15: Building Bioclimatic Chart with the strategies 

 
The "insulated green roof” (See Fig. 14) works best 
between 20 °C and 33°C DBT, and below 12 g/ Kg of 
Absolute Humidity. The medium effectiveness area is 
from 33 °C to 43 °C DBT, and from 0g / Kg to 10g/ Kg of 
Absolute Humidity. 
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ABSTRACT: The objective of this study is to investigate the urban wind power potential from the proper arrangement of 
high-rise buildings in a complex and dense urban environment. There is great prospective in the formulation of the 
building design at early stages to maximize wind power production in dense urban areas. We employed the 3D steady 
Reynolds-averaged Navier-Stokes computational fluid dynamics (CFD) simulations to investigate the impact of the 
arrangement of high-rise buildings on the wind energy potential . Two arrays of high-rise buildings with height = 90 m 
and aspect ratio (height/width) of 4.5 is studied, which focuses on different distances between the side façades of the 
upstream buildings, ranging from 3 to 21 m. The findings of the study support the high-rise buildings design with respect 
to integrated urban wind energy harvesting and the concept of sustainable urban development. 
KEYWORDS: Urban Wind Energy, High-rise Building, Wall Effect, Urban Design 

 
 

1. INTRODUCTION 
Recently, the wind power has become one of the most 
accessible resources among renewable energy 
alternatives in high-rise and high-density urban areas. 
Because of the disturbed flows around buildings, the 
structures can accelerate wind speeds to increase the 
wind power density as compared to the case for the 
airflow over open areas. Incorporating wind turbines into 
the building design are stepping into our lives. 
Nonetheless, the high-rise buildings are subject to the 
significant interaction with the wind power resource. The 
urban wind environment is substantially affected by the 
presence of buildings with the wind velocities increased 
especially on the roof, edges and vertical windward walls 
of buildings [1]. Lu and Ip explored the feasibility and 
enhancement methods of wind power utilization around 
high-rise buildings of Hong Kong [2]. Khayrullina et al. 
conducted CFD simulations to examine the wind 
conditions in passages between parallel buildings for 
assessing wind energy potential [3]. Chaudhry et al. 
studied the influence of building morphology, including 
triangular, square and circular cross-sections, on the 
efficiency of building-integrated wind turbines (BIWT) [4]. 
Balduzzi et al. evaluated a wind turbine for installation on 
the roof of a selected building with certain roof 
geometric features [5]. However, the above research 
lacked to consider the wind flows behind high-rise 
buildings. 
In high-density urban areas, the high-rise buildings may 
result in an insufficiency of air ventilation, since the 
airflow is blocked by structures along the coastal line. 

The number of high-rise buildings has continually 
increased in recent years. Those buildings can impede 
the flowing of fresh air, which is vital for ventilation and 
pollutant dispersal in street canyons [6]. Clusters of 
buildings can obstruct air flow into the street pass ways 
and thereby reduce air flow velocity. 
We devise two different scenarios. Scenario A consists of 
a 1×2 array of high-rise buildings, while Scenario B a  2×2 
array of buildings. Essentially, we investigate the building 

orientations of  = 0 and 45 in the passages, which 
varied the distance between upstream buildings. Recent 
studies showed that the “Venturi effect” arrangement 
coupled with the building diverging passages can be a 
better choice to promote ventilation at the pedestrian 
level [1, 6-10]. While several studies have been 
performed to investigate the urban wind energy 
potential, the impact of the arrangement of high-rise 
buildings has not yet investigated in detail. In this paper, 
therefore, the impact of the arrangement of high-rise 
buildings on the wind energy potential is investigated. 
The findings of the study support the design of high-rise 
buildings with respect to integrated wind energy 
harvesting especially. In addition, the studied results can 
be of interest to urban planners, designers and builders.  
The building dimensions, and the vertical inlet profiles of 
velocity is based on a dense urban area in the central 
region of Hong Kong, to address the schemes on the 
development of wind power in local urban areas for 
maximizing wind energy utilization.   
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2. METHODS 
2.1 Building geometries for different scenarios 
This study investigates the urban wind power potential 
using the concentration effect between an arrangement 
of a representative parallel high-rise building array (90 m 
× 20 m × 20 m with a distance of 3 m) as Scenario A, 
simplified from a realistic urban pattern of Central, Hong 
Kong, as displayed in Fig. 1. 
 

 
Figure 1: Two parallel building blocks simplified from two high-
rise buildings in Central, Hong Kong  
 

Two scenarios are considered to investigate the wind 
flows over high-rise buildings, with varied geometrical 
situations in terms of building layouts and distances, as 
listed in Table 1. To study the concentration effect of two 
parallel high-rise buildings without placing the barrier of 
buildings on the windward side in Scenario A, Case 0 was 
simulated with the distance of 3 m, as depicted in Fig. 2. 
In contrast, Scenario B considered varied canyon layouts 
at the distances from upstream buildings of D= 3m, 6m, 
9m, 12m, 15m, 18m and 21m. Besides, the building 
orientation was turned 135° of the diverging passage on 
the windward side (detailed in Ref. 8) to compare the 
wind flow field with that of Scenario A, which is expected 
to be an appropriate arrangement for forming the 
“Venturi effect” shape, as depicted in Fig. 2. From the 
predictions, this study then inspects the effectiveness of 
the concentration effect of high-rise buildings to fully 
utilize urban wind energy. 
 
Table 1. Geometries of Scenario A and B 

Scenario Case 
Upstream 
buildings 
distance 

A 0 - 

B 

1 3 m 

2 6 m 

3 9 m 

4 12 m 

5 15 m 

6 18 m 

7 21 m 

 
 
2.2 CFD validation study 
The simulations are based on validation with the wind 
tunnel experiment by Stathopoulos and Storms [11] for a 
scale of 1/400 in the boundary layer wind tunnel of the 
Centre for Building Studies (CBS) . Two buildings with 
dimensions of 20 m× 20 m× 40 m (H × D × L  in a full scale) 
with a 6-m passage distance in the wind-tunnel 
experiments are considered, while the wind flow 
direction was parallel to the passage center line. In this 
section, we first reproduced the geometric details of the 
wind tunnel to the simulation model, implementing a 
high grid resolution near the ground of the 
computational domain to comply with the requirements 
of near-ground flows.  
 

 
Figure 2. Geometries of Scenario A and B 

 
The neutral atmospheric boundary layer (ABL) was 
described using a power-law form with exponent 0.15. 
The reference wind speed Uref was 5.9 m/s at 2m height 
of the pedestrian level (in full scale), and the turbulence 
intensity of the incident flow ranged from 20% at 2m 
height to 5% at a gradient height of 360 m. The profiles 
of the mean wind speed and turbulence intensity at the 
inlet were prescribed employing the incident profiles 
from the wind-tunnel measurements. The computational 
domain and grids are based on the CFD guidelines [12, 
13]. The distances from the buildings to the top, inlet, 
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outlet and lateral boundaries are 5H, 5H, 15H and 5H 
(with the term H representing the building height), 
respectively. The wall roughness was expressed by an 
equivalent sand-grain roughness KS in the wall functions, 
setting as 30 times of z0 [14]. We only used the 
hexahedral grids with a grid expansion ratio of 1.1 and 
the least grid size of 0.005 m. The total number of cells 
was 2,246,100. The grid is generated based on a grid-
sensitivity analysis, where coarsening and refining is 
performed with an overall linear factor 2. The 
commercial CFD software ANSYS/Fluent® 18.0 is used to 
solve the three-dimensional Reynolds-averaged Navier–
Stokes (RANS) equations in combination withthe 
realizable k–ε model [15]. The SIMPLE algorithm is used 
to couple the velocity and pressure [16-17]. Second-
order discretization schemes are used for both the 
convection terms and the viscous diffusion terms.  
The validation results reveal that the calculated 
streamwise velocity and turbulent kinetic energy profiles 
from the standard and realizable k-ε models are 
relatively more accurate than those from the RNG and 
SST k-ω models. Moreover, the predictions of the Z 
velocity profiles by the standard and RNG k-ε models 
agreed reasonably well with the measurement data. The 
prediction capability of the standard k-ε turbulence 
model shows the best agreement between the CFD 
calculations and the wind tunnel measurements.   
 
2.3 Computational approach 
At the inlet of the domain neutral ABL inflow profiles of 
mean velocity (UABL), turbulent kinetic energy (k), and 
turbulence dissipation rate profiles (ε) are imposed [14].  
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where z0 andκ are the aerodynamic roughness and the 
von Karman’s constant (≈ 0.4), respectively. The ABL 

friction velocity u*
ABL is computed from a specified 

velocity Uh at a reference height h. The mean inlet 
velocity at the height of z (UABL), was obtained via Eq. (1) 
to generate a velocity profile in the ABL with the 
turbulence kinetic energy k and dissipation rate ε 
computed by Eqs (2) and (3), respectively. From the data 
of a local meteorological station, the annual mean speed 
of 4.4 m/s at 10 m was used to calculate the ABL velocity. 
In essence, roughness will increase the drag for the cross-
flow over the surface, causing the case that the 
logarithmic law for velocity profile, being the basis of the 
standard wall function, is not valid in the roughness case. 
This study modeled the real obstruction effect on the 
wind flow in terms of equivalent roughness by the 
roughness wall functions to replace the obstacles applied 
to the bottom plane of the domain [6,14]. 
This case specified the aerodynamic roughness z0 as 0.7 
m to replicate the terrain of high-rise buildings in 
accordance with the updated Davenport roughness 
classification. In addition, we set the constant static 
pressure boundary condition at the outlet. The 
symmetric conditions were implemented by prescribing 
the zero normal component of velocity and zero normal 
derivatives for all flow variables at the top and lateral 
boundaries. Zero-gauge static pressure was set at the 
outlet. Convergence is assumed to obtain when all the 
scaled residuals levelled off and reached a minimum of 
10-5 for continuity and turbulence dissipation rate, 10-6 

for velocities and turbulent kinetic energy. 
 
Table 2. Boundary conditions of CFD simulations 

Boundary Type 

Inlet Velocity-inlet 

Outlet  Pressure-outlet 

Top Symmetry 

Lateral Symmetry 

Building Wall 

Ground Wall 
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Figure 3: Predicted velocity magnitude contours in vertical sections at x= 0m and y= 85m 

3. RESULTS 
3.1 Scenario A 
CFD simulations considered Case 0 as the baseline case 
with no obstacle of upstream high-rise buildings on the 
windward side in a high-rise building 1×2 array. We 
analysed the conditions at a building distance of 3 m, as 
displayed in Figs. 3 and 4. Figure 3 illustrates the wind 
speed distributions in vertical sections at x= 0m and y= 
85m for Scenario A and B. It can be observed that the 
wind speed in the vertical channel of two buildings 
augmented sharply from the inlet boundary, arrived at 
the greatest value at the narrowest point of two 
buildings and then decreases. For Scenario A in Fig. 3, the 
maximum wind velocity reaches approximately 12.3 m/s 
near the leading edge between buildings. In this study, 
the wind power density is used to evaluate the wind 
power potential, as the following Equation (5): 

P = 0.593ρv3,                              (5) 

where   P - power density (W/m3);  
              ρ- air density (kg/m3);  
          v - air speed (m/s).  

Figure 4 shows the predicted power density contours in 
three different sections at x= 0m, y= 85m and y=93 m for 
Scenario A. As a result, the associated power density can 
be up to 1200 W/m2. In Scenario B, the wind energy over 
the roof generally grows with the increasing distance 
between upstream buildings because of the 
concentration effect of downstream buildings.  
 

 
Figure 4: Predicted power density contours in three different 
sections at x= 0m, y= 85m and y=93 m for Scenario A 
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Figure 5: Predicted power density contours in horizontal sections of Y= 93 m above the roof 

 

3.2 Scenario B 
Reducing the obstacle behind high-rise buildings, 
Scenario B further incorporated the Venturi effect in the 
passages configuration into upstream buildings with the 
building orientation arranged 45° of passage. To examine 
the influences of upstream buildings on the urban wind 
power production, different distances are considered D= 
3m, 6m, 9m, 12m, 15m, 18m and 21m (i.e. Case 1-7) to 
make a comparison of the energy yields from the above 
cases with that from Case 0 in Scenario A without 
upstream high-rise buildings. The CFD results in Fig. 3 
reveal higher wind speeds at the widest distance 
between upstream high-rise buildings. Thus, the 
predictions indicates that the wind speeds of D = 9m and 
12m over the upstream buildings are higher than those 
of D = 3m and 6m. The situation without blocking of 
upstream buildings observed smooth flow of the 
approaching wind through the street canyon, leading to 
higher velocities in the downstream area. Figure 5 shows 
the predicted power density distributions above the roof 
in horizontal sections of Y= 93 m. It can be seen that wind 
energy harvesting over the roof generally raises by the 
increase of the distance between upstream high-rise 
buildings due to the concentration effect of downstream 
high-rise buildings. The results in Figs. 3 and 5 indicated 
that the “Venturi effect” configuration on the windward 
side can significantly increase the wind velocity and 
power generation. 
Figure 6 illustrates the predicted power density profiles 
against height at the point (X, Z)= (0 m, 2.8 m) between 
the leading edge of downstream buildings for all cases in 
Scenario A and B. We notice that the wind power 
densities in Scenario A were greater than those for the 

cases at D= 3m and 6m. Moreover, the power densities 
for the incidents at D= 9m, 12m, 15m, 18m, and 21m 
appear to be productive in Scenario B. We identified the 
site between downstream buildings passage under the 
top roof as the most appropriate location to install micro 
wind turbines for operation and maintenance of wind 
power management. More precisely, a further increase 
in width for the best case at D=12 m provided less than 
1% variation in the wind velocity and power generation. 
 

 
Figure 6. Predicted power density profiles against height at varied 
distances from upstream buildings in Scenario A and B  
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4. DISCUSSION 
The limitations of this study are listed as follows and will 
be addressed in future work. 
This study is conducted based on one wind direction of 
wind velocity.  
The focus in this paper is on wind speed and power 
density for assessing the potential wind power utilization. 
Future work should apply and compare different indices 
like turbulence intensity, to assess urban wind power 
utilization.  
In spite of these limitations, the issue of concern here is 
on the appropriateness of using the variations upstream 
building layout to check the effectiveness of the 
concentration effect of high-rise buildings for fully 
utilization of the urban wind energy. It provides practical 
implications for urban planners, designers and 
policymakers to adopt the upstream buildings 
configurations with the optimization of the street 
geometry and urban morphology for enhancing city 
breathability and increasing urban wind power usage. 
 

5. CONCLUSION 
From the aforementioned studies examining the 
influences of upstream and downstream buildings on 
urban wind power exploitation, the results led to the 
following conclusions.  
The ‘Venturi effect’ on the windward side can noticeably 
increase the wind velocity and power generation with 
respect to the increasing distance between upstream 
buildings.  
The diverging inlet in Scenario B produced greater 
concentration outcome of the wind at a height under the 
roof than that above the roof.  
The best case for the model with D= 12 m showed that a 
further increase in width provided less than 1% 
discrepancy in the wind velocity and power generation.  
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ABSTRACT: 3DFOGTECH© is a water enhancement technology applied in fog collection. This study is focus on geo-
climatic data collection in selected fog sites, including design and structural test. 3DFOGTECH© is a portable, 
lightweight and modular polyhedral space-frame with light-coloured and water-repellent textile screens that collects 
condensed water drops in 360° from fog promoted by physical surface effects such as cooling, coalescence and 
condensation following the multi-directionality of winds, without any active energy demand. It offers autonomous 
water management in water-stressed areas with frequent dense fog events. Previous experiments made by author and 
collaborators (2010-16) were focused in obtaining efficient forms and designs through lighter space-frames and 
affordable hydrophobic meshes to secure clean water for drinking and irrigation. 3DFOGTECH© can harvest at least six 
times more water than planar fog collectors. Tubular frames are made with aluminium, which is a light, strong, durable 
and recycling material, whilst modular meshes are made with textiles treated with water-repellent coating solutions, 
light coloured surfaces and natural, synthetic or remanufactured polymers. Advanced design, connectors and structural 
prototypes are tested digitally and physically. 3DFOGTECH© is an applied research project co-financed by EU H2020 
Marie Skłodowska-Curie and ACCIO TecnioSpring Plus programmes. 
KEYWORDS: Design science, Water technology enhancement, 3D fog collection, Portable water station, Space-frames  

 
 

1. THE FUTURE OF WATER IS IN THE AIR 
Fog is a result of a complex earth system embodying a 
delicate balance between ocean, atmosphere, and land 
processes that shape and alter fog and its liquid water 
content (LWC) over time. Among alternative water 
supplies, the potential to collect water from air is by far 
the most underexplored resource. Only a thousandth of 
1% of the water on Earth is in the atmosphere as water 
vapour. As part of the natural global water cycle, at any 
given time, the amount of water in the atmosphere is 
12,900 km3, which represents 0.001% of total water and 
0.04% of freshwater existing in the planet [1]. Fog 
originates from the accumulation of water aerosols 
suspended in the air, which create masses of humid air 
over land or sea. At low levels, air may contain fog or 
suspended liquid water droplets with diameters typically 
from 1 to 50 μm. 
In airflow crossing natural formations like cliffs, 
mountains or ridges, orographic clouds might occur 
below, at or above the top of the obstacle, i.e. Fohen 
effect. Orographic influence on wind leads to the 
development or enhancement of clouds on the exposed 
side, which generally dissipates on the protected side 
due to downward motion. A cross-barrier flow might 
produce waves on the sheltered side, depending on 
atmospheric conditions and the topographic features. 
Sometimes, the oscillations of air on the sheltered side 
form lenticular clouds on the crests of such waves, which 
is airflow alteration due to relief. The most common 
orographic clouds belong to the genera Altocumulus, 

Stratocumulus and Cumulus. It is critical to observe cloud 
formations in highlands because they may provide an 
indication of weather changes that could have 
implications on fog collection [2]. 
Fog collection can contribute to alleviate water scarcity 
in water-stressed regions harvesting fog water to supply 
clean water for drinking and irrigation during hot seasons 
in arid lands like coastal deserts being viable solutions in 
remote locations with high fog occurrence. As potential 
source of water in coastal arid environments, fog 
collection is achievable by the collision of fog on a vertical 
mesh, where they coalesce, after which water runs down 
into a collecting drainage system and harvesting tank. 
 
2. NEW CHALLENGES AND POTENTIAL USES OF FOG 
COLLECTION IN THE MEDITERRANEAN REGION 
Nowadays water provision is a fundamental challenge in 
many water-stressed environments, natural, rural or 
urban. Risks associated with water shortage increase as 
the limited surface freshwater resources gradually 
diminish as result of rapid transformations and 
ineffective water grid distribution in the built 
environment. By 2050 2.3 billion more people than today 
(in total over 40% of the global population) will live in 
water-stressed regions [3]. Circa 14 million people in 
Europe do not have access to basic drinking-water source, 
in 2015 more than 62 million lack access to an adequate 
sanitation facility and 14 million do not use a basic 
drinking-water source Seven out of ten people without 
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access to basic drinking water sources live in fragile rural 
areas [4].  
Fog collection is a simple, affordable and sustainable 
technology to obtain fresh water for irrigation and 
drinking in remote arid areas -nearby the coast- where 
surface water is limited [5]. Usually, users of fog 
collection are low-income farmers or rural villagers. In 
doing so, author has established a viable terrace-down 
model for fog water distribution, which follows natural 
slopes and water cycles. This scheme is well-adapted to 
both local water management and traditional 
agricultural techniques applied in dry and arid coastal 
zones in Mediterranean regions, including the Western 
Mediterranean reliefs of the Iberian Peninsula [6]. The 
harvested water is stored in tanks and then filtered and 
distributed via gravity through two separate pipelines: 
One branch supplies settlement with drinking water and 
the other extension is for irrigation of ecological 
restoration (native flora) and farms to prevent and 
mitigate the ongoing effect of desertification [7]. 
 

 
Figure 1. 3DFOGTECH© passive water distribution using gravity 
and slope to supply water for agricultural irrigation, ecological 
restoration and drinking. Source: author (2018). 

 
3. RESEARCH, WORK PLAN AND OBJECTIVES 
The duration of the overall project is two years. It is 
divided in three working packages (WPs) with distinctive 
tasks, milestones and deliverables. WP1 (ongoing stage; 
8-month duration) is about climatic analysis, selection of 
fog sites and structural frame development. The next 
WP2 (10-month duration) will explore advanced textile 
development. WP3 (6-month duration) will test water 
capacities, yield and quality by monitoring, evaluating 
and disseminating technology. 
The initial phase of this project (ongoing working package) 
is to (a) collect and map relevant geo-climatic data 
(selection of fog sites in Catalonia) and (b) develop a 3D 
fog collector, which is both adaptive and modular. Form 
follows climate. Climatic and geographic parameters are 
used to develop the design of portable fog water station 
(hexagonal array), which is made of lightweight metal 
structures that support strong winds and, through 
condensation, collect atmospheric water in water-
repellent meshes facing multidirectional upwinds. 
The objectives are to (a) explore innovative eco-design 
solutions (C2C) applied in advanced frames and screens 
with remanufactured materials like recycled and reused 
metal structures, remanufactured polymers, etc.; (b) 

develop modular, portable and lightweight frames and 
hydrophobic screens through digital and manual 
simulations, mock-ups, and proof of concepts; and (c) 
Integrate systemic design with high structural, textile and 
water yield performances during experimentation. 
 
4. METHODS 
The overall research encompasses six disciplines: eco-
design, climatology, geography, structural engineering, 
materials science and textile chemistry. 
The applied methodology in WP1 is research-by-design 
using theoretical, empirical and design-based tools. It is 
supported by literature review; precedent studies; 
fieldwork and site visits; digital design simulations; 
physical mock-ups; and workshop, lab and onsite tests of 
pilot project developed in labs and selected climatic 
stations and disseminated in relevant scientific media: 
a. Literature review on precedent studies (study of planar 
vs. 3D fog collectors in Spain and worldwide). 
b. Geo-climate data collection and analysis taken from 
the automatic/manual stations of AEMET (Spain) 
http://www.aemet.es; SMC (Catalonia) 
http://www.meteo.cat); and Wunderground 
https://www.wunderground.com. Real-time satellite 
maps from EUMESAT are used. Refer to EUMESAT-view, 
fog: https://www.eumetsat.int Fog and low clouds are 
based upon infrared channel data from the Meteosat 
Second Generation satellite. It is composed from data 
from a combination of the SEVIRI IR3.9, IR10.8 and IR12.0 
channels. It is designed and tuned to monitor the 
evolution of night-time fog and low stratus. Individual 
survey includes fieldwork and site visits to all selected fog 
sites to measure, document visibility, wind, RH and 
temperature and climate parameters through 
photography and portable weather station. 
Psychrometric charts, spreadsheets and tables were 
used. 
c. 3D Structural design and tests using AutoCAD & Sketch 
Up Pro to model space-frames; details and views. Design 
includes manual and digital representation in sketches, 
diagrams, CAD technical drawings and components; 
physical models. Each screen size is 1M2. They are 
elevated 2-3 metres above ground. Final prototype will 
be built in 1:1 scale and monitor by a Davis Pro 2 portable 
weather station with wireless integrated sensor, console 
and Weatherlink software. 
d. 3D-printing. Connectors (joints) were modelled scales 
1:5 and 1:1 using Flashforge 3D printer  
e. Structural and CFD (Computational Fluid Dynamics) 
simulations using model making. Two structures were 
chosen and build in physical wiring models 1:5 scale 
(timber and aluminium bars). COMSOL Multiphysics 5.3 
tools is used in both structural mechanics to measure 
axial, moment, shear and torsion and fluid flows to map 
lift and drag forces hexagonal prisms.  

http://www.aemet.es/
http://www.meteo.cat)/
https://www.wunderground.com/
https://www.eumetsat.int/
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f. Open demos and citizen science talk in Barcelona 
Science Festival (June 2018). 
g. Textile tests: Demonstration not achieved yet (WP2). 
Experiments will analyse wettability, surface area and 
adsorption parameters of selected textiles in a fog 
chamber at lab and then in-situ. 
h. Water yield and quality test: Demonstration not 
achieved yet (WP3). Chemical and microbiological 
analysis of water samples.  
 

 
Figure 1. 3DFOGTECH© snowflake type: a. Concept; b. Frame 
and c. 1:5 Model. Source: Source: author, 2018 

 
5. FOG ANALYSIS, MAPPING & SITE SELECTION  
The Mediterranean Region (Cfb) is experiencing a 
significant shortage of rainfall, with severe impacts on 
rainfall-dependent settlements, farms and natural parks. 
In Spain, fog formations with high LWC are mainly 
located in Canary Islands and the Western 
Mediterranean Basin of the Iberian Peninsula, with 
annual rates of fog water yield between 3-10 l/m2/day 
average. Water needs will double by 2021 in Catalonia 
(Agència Catalana de l’Aigua, 2015). In Catalonia, 
frequent fog formations occur between 10km and 50km 
distance far from the Mediterranean coastline.  

 
Figure 2. Map of frequent fog occurrence in Catalonia and 
worldwide (fog in black / dark grey). Sources: author (2018). 
 

In Catalonia, advection fog (from sea to land) is mainly a 
phenomenon of cyclone episodes that occur in the 
Mediterranean littoral and pre-littoral zones, especially 
during cold seasons, between October and January. 
Prevailing wind direction is N and NE with wind speed 
between 2 and 5m/s. RH is higher (>80%) and 
temperatures are lower (<12°C). The average dew point 
temperature is between 7.1°C and 7,8°C [6]. Between 
2006 and 2017, Montserrat Observatory (MO) recorded 
96.1 foggy days per year, reaching 162 foggy days in 2001, 
and 2,7 m/s wind speed average. 
The optimal places to catch advection fog are situated in 
Barcelona, Girona and Lleida provinces, mainly in high 
formations such as national parks and the Mediterranean 
Pyrenees. The best massifs or are Montserrat, Montseny 
and Albera [7]. However, the period for harvesting fog 

varies from site to site not offering a consistent pattern 
but rather randomized. The best fog harvesting point is 

Puig Neulós in Albera massif with 27.2 𝒍 × 𝒎𝟐  ×  𝒅𝒂𝒚 
of fog water in cold seasons, including Springtime, whilst 

in Montseny massif roses 11.6 𝒍 × 𝒎𝟐  ×  𝒅𝒂𝒚 during 
Autumn [8].   

 
Table 1. Comparative table between foggy and rainy days in 
Montserrat abbey, 2006-2017. Source: MO (2018) 

 
For instance, Puig Neulós offers the best conditions for 
setting experiment. It is a remote climatic station at 
1256m a.s.l. (42° 28′ 51″ N; 2° 56′ 47″ E) with 7.1°C dew 
point; over 75% RH; and 3.9 m/s wind speed. Fog water 

is 22.3 𝒍 × 𝒎𝟐  ×  𝒅𝒂𝒚, annual average [9]. The other 
suitable locations to set onsite experiments are 
Observatory and Sant Dimes stations (740m a.s.l. and 
916m a.s.l. respectively) in Montserrat massif and also 
Turó d’Home (1712m a.s.l.) in Montseny massif. There is 
great potential in the rural landscapes of Gurb, 
Muntanyola, Vic (Plana de Vic), Pujalt, Mollerussa and 
Tàrrega.  
 

 
 
Table 2. Comparative table of selected fog sites in Catalonia 
using psychrometric and climatic data calculations. Source: 
SMC XEMA & author (2018). 

 
The potential beneficiary population represents circa 
900,000 inhabitants, which means up to 12% of the 
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population in Catalonia (IDESCAT, 2016). The Catalan 
Weather Service (SMC) employs different terminologies 
and methods to define and measure fog occurrence. 
Regarding weather data constrains, fog episodes are not 
recorded by automatic stations in Catalonia. Fog 
occurrence is measured in terms of visibility. In Catalan, 
Boira means dense fog (less than 1km of visibility); 
boirina is fog (visibility between 1-10km); and calitja 
means mist (visibility between 1-10km). The regional 
weather observation network (XEMEC) was founded in 
2009, so it cannot offer retrospective data. Records of 
period 2010-18 have helped to identify trends in areas 
with frequent fog. As the fog observation points (i.e. 
airports) did not coincide with the location of the 
automatic stations, author has interpreted the general 
climatic data available in Osona, Urgell, Pla d'Urgell, 
Bages and Vallès Oriental regions. This study unfolds an 
updated climatic map of best sites for fog harvesting in 
Catalonia. Based on findings and permissions, two trials 
will be tested in the next research stages. 
 

6. DESIGN & STRUCTURE ADVANCEMENTS  
Problem: Planar fog collectors are structurally fragile 
tensile structures. They frequently fail under the heavy 
load of strong wind events. Meshes keep using polyolefin 
sun-shading nets with poor mechanical and spanning 
properties. Nets tear, gutters and pipes leak, and wind 
blow the whole structure over. Steel frames and tensile 
cables normally rust, and birds wreck textiles spoiling the 
process of fog water harvesting [10]. If wind changes its 
perpendicular direction, yield of fog harvesting 
decreases. This inefficiency is mainly due to the lack of 
fog-responsive design integration between dynamic 
weather factors; forms and geometries; and new 
materials and textiles advancements. 

 
Table 3. Comparative scheme of planar vs. 3D frames on textile 
and structural capacities. Source: author (2018). 
 

Form follows multidirectional winds: The more wind, 
the more harvested fog water. In order to develop a high 
fog-responsive design, should integrate these multiple 
parameters: (a) Climate: Relative humidity, liquid water 
content (LWC), wind speed and direction, air 
temperature (wet bulb, dry bulb and dew point), visibility 

and atmospheric pressure; (b) Topography: Altitude, 
wind orientation, slope clearance (physical obstacles), 
soil mechanics and accessibility; (c) Shape: Screen ratio 
(height/length); height from ground, volume geometry, 
and structure types; and (d) Textiles advancement: Mesh 
pattern, textural porosity (spacing), colouring, polymer 
types, hydrophobic features and coating solutions. 
In this early phase, throughout CFD simulations 
(computational fluid dynamics), model making and 
structural design, author is testing several experiments 
with light space-frames by eliminating tensors; reducing 
the amount of embracing elements; and creating a 
catalogue of connector including anchorage solutions 
following presumptive bearing capacity values for three 
different types of soils. 
Design experiments: FOGHIVE© [11] is a 6-side fog 
collector that was tested in Atacama (Peña Blanca, Chile) 
in August 2014. Three mesh experiments were carried 
out: T1 (day 1) with 6-side insect nets (HDPE); T2 (day 2) 
with 6-side 3D mesh nets of polyester (PES); and T3 (day 
3) with 5-side insect nets and one-side 3D mesh. 
Experiments examined (a) affordable insect net with 
lower porosity (white) and (b) 3D specialised fabric with 
higher porosity (black). Six PVC U-shape gutters and 10l 
tanks were installed, one gutter and one tank per 1m x 
1m screen ratio. All fog collecting screens harvested 
equal fog water volume per screen regardless uniform 

and mixed meshes (T1, 4,1  per mesh; T2, 

3,8  per mesh; and T1, 5,7 per 
mesh). Due to geometry and form of the selected volume 
and its wind multi-directionality, FOGHIVE© harvested 
six times more water content than planar devices.  
 

 
Figure 3. FOGHIVE© test in Atacama Desert, Chile (2014). 
Source: author, 2018 

 
3DFOGTECH© is an upgraded portable, lightweight and 
modular polyhedral space-frame with light-coloured and 
water-repellent textile screens that collects condensed 
water drops in 360° from fog promoted by physical 
surface effects such as cooling, coalescence and 
condensation following the multi-directionality of winds, 
without any active energy demand. This hexagonal 
cylinder consists of six screens (ratio 1:1 or 1:2). It can 
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easily be installed on flatten or uneven grounds. It uses 
advanced polyhedral frames (towers), advanced textile 
materials and surfaces formed by coating processes, and 
remote wireless weather monitoring. 
Shape and fluid dynamics: Relevant literature review on 
wind effect on solids with hexagonal cross section and 
computational fluid dynamics tests conducted by 
mechanical and wind engineers denotes that the 
pressure coefficients are calculated from the measured 
values of the surface static pressure distributions on the 
cylinder. Both drag and lift coefficients are obtained from 
the pressure coefficients by numerical integration 
methods [12].  
As result, the hexagonal cylinder shows that there is 
significant drop in the drag coefficient values for the 
single hexagonal cylinder in comparison to that of the 
single square cylinder and the values approaches to that 
of the circular cylinder [13]. In addition, the drag 
coefficient for a single hexagonal cylinder at zero angle 
of attack is about 0.95 in contrast to that of 2.0 for a 
single square cylinder at the same angle of attack. The 
variation of the lift coefficient on the single hexagonal 
cylinder is not appreciable and they are close to zero 
value except at angles of attack of 100 and 500, where 
some insignificant values are observed. Drag coefficients 
become remarkably smaller compared with sharp-edge 
square cylinder The hexagonal cylinder offers a variation 
of lift and drag coefficients (cd) facing airflows at various 
rotational angles respectively. 
Structural types: Doing the most with the least. 
Mimicking scaffolding modules, author simplified 
structural elements of previous hexagonal cylinders 
eliminating tensile wires and screen cross-bracing; 
reducing the number of connectors and bars; and 
allowing stacking and honey-comb expansions. The 
experiments are tested in 1:5 models made of timber 
rods and aluminium tubes prior 1:1 fabrication. 
As result, there are two distinctive modules made with 
aluminium tubes (33mm outer diameter; 2-4mm 
thickness; and 1000-1600mm length). 
 

 
Figure 4. 3DFOGTECH© snowflake type: Details of rigid 
connector digitally designed and then made in 3D-printing. 
Source: author (2018).  
 

 (a) Snowflake type: It is a hexagonal prism with a core 
node of inner 12-way hub connector branching out and 
embracing the structure through the repetition of six 
large triangles spinning 60° around central axis. It is a 
double height volume with adjustable anchorage.  
(b) Tower type: It is a hexagonal with an inner 
triangulated tower, which provides self-embracing to six 
perimeter screens. It is a double or triple height volume 
with adjustable anchorage. 
Both types are horizontally embraced with triangular 
rings at bottom and top positions to avoid torsion and 
secured 100% stiffness. 
Connectors, tubes, gutters and anchorage: Prior the 
fabrication of the 1:1 prototype, author is designing 
optimal joints. All connectors are rigid. They are made 
with plastic using 3D-printing. Being accurate and 
affordable, 3D-printing is quite slow. Plastic joints do not 
resist high heat. They have poor mechanical properties. 
Then chosen connectors are made in galvanized steel, 
which is also cheap but good with UV and oxidation. In 
addition, gutters are made of copper (high antibacterial 
qualities). Based on presumptive bearing capacity values 
for different types of soils, aluminium posts will rest on 
six adjustable jack screws (500mm) or shallow pad 
foundations. The four types of soils are: (a) soft rock and 
coarse sand (4.4 kg/cm2); (b) medium sand (2.2 kg/cm2); 
(c) stiff/soft clay (1 kg/cm2); or (d) rocks (>32.40 kg/cm2) 
where they are replaced by climbing anchors [14].    

 
Figure 5. Comparative study between snowflake and tower 
structures. Source: author (2018) 
 

6. CONCLUSION 
Nowadays water management remains heavily 
dominated by conventional mechanised and human-
built infrastructures. 3D fog collection is an adaptive 
water enhancement technology that uses horizontal 
precipitation to mitigate the effects of climate change on 
remote water-stress environments, particularly 
Mediterranean natural parks and rural settlements. Its 
synergy is aligned with the shifting towards sustainable 
development in rural areas in Catalonia and the 
Mediterranean Region allowing the preservation and 
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promotion of biodiversity whilst fostering the creation of 
liveable, diverse and balanced ecosystems for the 
primary and tourist sectors.  
The main achieved tasks of WP1: (a) process geo-climatic 
data collection in nine fog sites chosen for advanced 
experimentation; (b) obtain design efficiency through (i) 
finding optimal forms, geometries and structural frames 
with high portability, lightness and modularity and (ii) 
developing building components and connectors with 
great mechanical strength and air permeability. This 
study bridges design, climate, and structural by (i) 
Integrating site-specific climatic conditions in various 
simulations; (ii) augmenting mechanical properties of 
space-frames using lightweight metal bearing and 
spanning elements; (iii) simplifying connectors, including 
modularity, portability and montage; and (iv) minimizing 
visual and ground impact of immediate surroundings, 
mainly using reflective surfaces and adjustable 
anchorage.  
3DFOGTECH© is the first 3D portable fog water station in 
the world (EUIPO community design registered). It is an 
autonomous water management solution for water-
stressed areas with frequent dense fog events. New 
structures provide greater stability and stiffness against 
strong winds and rocky soils.  
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ABSTRACT: Solar Decathlon Europe 2014 (SDE2014) was an international competition organized to promote 
experimentation and research in the field of zero-energy buildings. Thanks to the monitoring and observation work 
carried out during the competition, a large database on actual performances and behaviours of different types of 
sustainable house prototypes was created. In this work, five participating prototypes were selected (houses designed 
for different climates, architectural characteristics, passive systems and strategies) and their thermal models were 
developed. A BPS of each prototype was carried out with the Pleaides+COMFIE software, adopting a multi-zone 
approach. Qualification of the thermal modelling was achieved due to the good match between simulated interior 
temperatures and real interior temperatures monitored in Versailles (France) during the competition. A specific method 
was also created to overcome uncertainty and lack of knowledge regarding some competition usage scenarios. A BPS 
of the qualified models was subsequently carried out within the related local context, optimizing usage scenarios with 
the purpose of obtaining low energy consumption and excellent interior comfort at the same time. This gives an 
appreciation of the energy performances of the five selected prototypes.  
KEYWORDS: Solar Decathlon, Energy models, Thermal, Comfort, Simulation  

 
 

1. INTRODUCTION  
In 2014, Versailles hosted the third edition of Solar 
Decathlon Europe (SDE). This is a sustainable solar house 
competition, in which universities, organized in teams, 
design, build and operate zero-energy prototype houses. 
Houses are equipped with all the technologies needed to 
exploit environmental energy, especially solar, with the 
goal of reducing the consumption of energy from non-
renewable sources. The project manuals of all the houses 
are available in [1], with full details on building innovative 
technologies and construction systems, such as building 
envelope characteristics, passive or active energy 
systems, water treatment and re-use systems, uses and 
appliances, etc. [1].  
Each house is designed to fit within the environmental 
context and specificities of its home country. Teams built 
their prototypes in Versailles (France), at the competition 
site called “La Cité du Soleil”, to test them in identical 
weather conditions. The challenge is divided into 10 
contests, making this event a Decathlon.  
Contests can be grouped into two evaluation types: 
evaluations by a multidisciplinary jury and evaluations by 
means of measurements. 
During the competition days in Versailles, the 
performance of the houses was constantly monitored, 
mainly for the purpose of scoring the prototypes. 

The efficacy of passive strategies and design solutions 
while the houses were in the “Cité du Soleil” was 
estimated through the monitoring system. 
Thanks to the monitoring system, each prototype was 
evaluated on its performances regarding comfort and 
accommodation (temperature, air humidity and CO2 
concentration), house functioning (home appliances and 
multimedia) and the global electrical energy balance. 
Many different sensors were installed in each area of the 
houses, in order to monitor the competing prototypes in 
real time. In each house, there were three sensors for dry 
bulb temperature monitoring, placed on poles at 150 cm 
from the finished floor level. The SDE2014 organizers 
chose the position of the sensors. Usually, one was 
placed at the center of the living room, one in the 
bedroom and the last one in a room or space selected for 
its specific qualities. Humidity sensors were placed close 
to the temperature sensors. 
 The SDE2014 rules included a Passive Evaluation Period 
of 56 hours, the aim being to evaluate the effectiveness 
of passive systems or adopted strategies. During this 
passive period, according to the competition rules, “…the 
participating houses will be allowed to use only “passive” 
cooling or heating. “Passive”, for the purposes of the 
Competition, means any form of strategy that is not 
relying on a “thermodynamic cycle” or internal heat or 
cool production devices. During this Period, the use of 
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pumps and fans, for a total electric power less than 100W, 
is permitted. Teams thus have to plan passive strategies 
to maintain the internal comfort conditions, and 
electrical production and consumptions are still 
monitored.”                                 
In the field of sustainable solar houses, the design phase 
assumes a central role in predicting house thermal 
behavior. Building energy simulation programs are 
capable of simulating energy consumptions, according to 
the purpose of these consumptions. They also provide 
knowledge and understanding of the effectiveness of the 
adopted passive systems during the design process, and 
can thus lead to change or improvements in the 
corresponding architectural choices.  
Simulation results can be very different from the real 
behavior of the buildings. This depends on many factors 
(software, users, modelling, etc.). Building thermal 
modelling can be validated by matching the results of the 
simulation with the real measured data (e.g. for house 
interior temperatures). Events like the Solar European 
Decathlon give us a better understanding of the thermal 
behavior of different experimental solar buildings with 
high energy efficiency (and thus of the architectural 
choices made by SDE2014 teams during the early design 
phases), thanks to the incredible database both of 
passive solutions analysis and of measurement values 
built during the competition.  
The aim of this paper is to exploit the monitored data 
acquired during SDE2014. The work consists in qualifying 
the thermal models of five selected projects. This is 
achieved by comparing the results of the Building 
Performance Simulation (BPS) of the thermal modelling 
with the measurements taken during the competition 
phase (internal air temperature data). Subsequently, the 
BPS of the qualified thermal model was carried out within 
the related local context, optimizing the usage scenarios 
in order to obtain good values both for annual energy 
consumption and thermal comfort, using calculations of 
the PMV and PPD indices and local thermal comfort 
criteria. 
The work is focused on how passive design strategies 
may increase interior comfort and contribute to the 
reduction in energy consumption in buildings, and does 
not include the study of the houses’ energy production 
systems. It is organized as follows: Section 2 presents the 
general approach and methodology adopted to obtain 
the thermal modelling qualification. In Section 3, the 
result of each qualification is shown and explained. The 
BPS of the selected prototypes within the related local 
contests is presented in Section 4. Conclusions are 
expounded in section 5.  
 
2. GENERAL APPROACH AND METHODOLOGY 
SDE2014 was a challenge between twenty high energy 
efficient houses, but it also produced an extraordinary 
resource of data in the field of new zero-energy housing 

solutions. For twelve days, all the prototypes were 
continuously monitored. This large amount of data can 
be exploited to understand and simulate the annual 
behaviour of different passive houses within the related 
local contest. From the twenty competing prototypes at 
SDE 2014, five houses were selected, each with particular 
and different architectural characteristics and passive 
systems.  
To qualify a thermal model, it is fundamental to have all 
the necessary data required to simulate the behaviour of 
the prototypes. If any data is missing (mainly values for 
air infiltration and some usage scenarios) then we must 
devise a method to obtain these data, in order to achieve 
the most objective BPS and modelling qualification. 
A multi-zone modelling approach is used in order to 
simulate the behaviour of the prototypes as realistically 
as possible. A modified Météo-France weather file from 
the Trappes Weather Station (near Paris, France), was 
used to simulate the selected prototypes in identical 
weather conditions, as in the competition period.  
Once thermal modelling has been qualified (by 
comparing simulations and experimental results in 
Versailles), this thermal model is used to carry out the 
annual BPS of the 5 prototypes within their local 
meteorological context. Values that concern usual 
scenarios (e.g. window coverings and opening), and local 
uses (e.g. dish and clothes washing, cooking periods), 
were then chosen, taking into account suggestions from 
the competitive teams concerned. Lastly, the usual 
scenario values were changed with the aim of optimizing 
both energy consumption and comfort conditions, 
always taking into account a realistic utilization of the 
houses.  
 
2.1 Architectural characteristics and passive systems of 
the selected projects  
 

 
Figure 1: from left to right, top to bottom: Rhome For Dencity, 
OnTop, Casa Fenix, Home with a skin, Maison Reciprocity. 

 
The selected prototypes are: Rhome for Dencity, ROME, 
ONTOP, FRANKFURT, Casa Fenix, CHILE/FRANCE, Home 
with a skin, DELFT, Maison Reciprocity, USA/FRANCE (Fig. 
1).  
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 Each project is different both in typology and in climate 
family, in order to include a diversity of passive design 
approaches (Table 1). 
The “RhOME for denCITY” project, winner of the Solar 
Decathlon Europe 2014 competition, is part of an urban 
regeneration program for the Tor Fiscale district of Rome 
that aims to replace illegally inhabited buildings with 
high-performance and efficient houses. The prototype is 
an apartment designed to be sustainable, modular and 
prefabricated. The wood envelope is composed of 
balconies, loggias, fixed and movable screens, in order to 
exploit solar gains and natural ventilation. 
Thanks to its thermal inertia properties and the 
stratigraphy of the large wall, inside air temperature and 
external temperature fluctuations have been optimized.  
Materials and technologies have been handpicked with 
the aim of reducing the building’s impact on the 
environment. To achieve this, a dry and lightweight 
prefabricated structure has been used.  
Adjustable photovoltaic shading screens give flexibility 
and originality to the facade. 
The goal of the “OnTop” project is the densification of 
German inner cities. This is made possible by building 
additional housing on top of existing buildings 
In fact, building at ground level is no longer feasible, due 
to the great density of city centres. 
In addition, the elevated position ensures a great 
production of solar energy, thanks to the integrated solar 
energy systems. The new building is able to produce solar 
energy both for itself and partly for the old building. 
The project also includes the renovation of the existing 
building facade by enlarging openings and improving 
insulation. 
Walls are composed of prefabricated wood panels, with 
an external insulation made of two layers of wood fibre 
panels. A phase change material compensates the lack of 
thermal mass of the wood panels. PCM is more ecological, 
sustainable and lighter than bricks or concrete. The 
position of the windows promotes a good natural cross 
ventilation. 
Chile is affected by devastating earthquakes and flooding.  
The “Casa Fenix” project aims to solve the issue of Chile’s 
emergency housing, thanks to prefabricated, flexible and 
modular houses, designed with a wood frame in order to 
be easily assembled and built by volunteers and victims 
during these difficult situations. 
The prototype structure is made by alternating posts and 
an envelope of light elements, which can be rapidly 
assembled. 
An ecological thermal wall, made from bottles filled with 
water, accumulates heat from solar energy during winter 
days, in order to discharge this accumulated heat during 
the night. 
An innovative passive system (VMI-Solèhom system) 
allows the exploitation of external environment energies, 
in order to improve interior comfort, thanks to an air 

blowing system associated with an air collector (which 
preheats the air during winter), with a PCM storage to 
store and destore thermal energy when it is useful, and 
with an optional mechanical over-ventilation if natural 
ventilation is not sufficient. 
Typical Dutch row houses are usually poorly insulated.  
The “Home with a skin” project aims to improve their 
energy efficiency, by adding a second skin, more 
precisely a solar greenhouse, on one facade of existing 
houses. More than half of Netherlands’ houses are row 
houses with gardens. By adding an adaptable glasshouse 
over the envelope, it is possible to use the garden also in 
winter, and thus create a new and useful extra space.  
Thanks to the new skin, the garden space can be used all 
year round and for different seasonal activities. Without 
greenhouses, the current gardens can only be used 50% 
of the time in the Dutch weather conditions. 
The project attempts to maximize both energy 
consumption and food production. The prototype built in 
Versailles was a replica, on a small scale, of an example 
of the typical Dutch houses to be renovated.  
It was built with wood panels making it easier to 
assemble than the original brick structure. A glasshouse, 
on the principal facade, completed the prototype.  
“Maison Reciprocity” is a Franco-American collaboration 
project that aims to revisit the established townhouse on 
both sides of the Atlantic, notably those of the French 
and American traditional habitats. 
The goal of the Franco-American team was to design a 
modular housing unit, adapted to the urban context, for 
use as a single-dwelling home with the potential to 
assemble into a collective housing building. The three 
principal components of the house are the “Urban Shell”, 
an envelope with standard thermal insulation, “the 
Chord”, the area relative to the kitchen and bathroom, 
and the “Living Brise-Soleil”, which concerns all the 
components of the facade and roof designed to produce 
energy and to ensure climate protection.  The Maison 
Reciprocity prototype exploits solar energy through a 4.9 
kW monocrystalline photovoltaic array, an evacuated 
tube drain back solar thermal collection system, and 
ISAAC, a building facade integrated solar air-to-air 
collector coupled with AAPS, a bio-phase change storage 
material 
 
 
 
2.2 Weather conditions in Versailles 
During the competition, real-time weather data were 
measured in Versailles. This gave us the environmental 
conditions in which the prototypes were competing. In 
addition, these data are useful to recreate the same 
weather conditions for a thermal model of the 
prototypes in Versailles.  
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2.3 Usage scenarios of the selected prototypes during 
the SDE 2014 competition 
Some of the prototypes’ usage scenarios are uncertain 
(temperature set points for heating and cooling, 
occupancy, windows covering and shading, mechanical 
and natural ventilation). A method has been considered 
to choose values for the usage scenarios. In the selected 
prototypes, the window covering in the Rhome 
prototype during the competition was known thanks to 
observations (95% obscured during most of the day). This 
allowed us to eliminate any uncertainty from a very 
influential parameter in BPS. A careful analysis of 
measurements taken and the competition rules 
(consumption data for household appliances, minute by 
minute, and prototype occupancy rules) reduced the 
uncertainty related to usage scenarios. For set-point 
temperature values and operation of the VMC 
(controlled mechanical ventilation) the values declared 
by the Rhome team relative to the project in the local 
context were used. For natural ventilation values, the 
diagram of interior temperatures for the first 7 days of 
the competition was “fitted”. For the last week (including 
56 passive hours), a steady and very low natural 
ventilation was assumed (assumptions based on a cold 
outside temperature). 
The table summarizes the typology of usage scenario 
data (actual data, team’s hypothesis, personal 
hypothesis, fitting work) used to make the BPS of the 
Rhome prototype (Table 1). 
 

Table 1: Usage scenario data used for the Rhome model. 

SCENARIOS PROTOTYPE 

Rhome 

Temperature set points Team’s hypothesis 

Occupancy Actual data (rules and 
calendar of the 

competition) 

Internal heat gains Actual data (measured 
during the competition) 

Covering Actual data (observations) 

Mechanical ventilation Team’s hypothesis 

Natural ventilation  
1st week 

Fitting 

Natural ventilation  
 2nd week 

Hypothesized steady and 
very low 

(very low external 
temperature) 

 
Similar work was carried out for the other four selected 
prototypes. In this case, to overcome the obstacle of the 
lack of information about covering scenarios, the same 
natural ventilation was used as for the last week, 
hypothesized for the Rhome prototype (steady and very 
low natural ventilation). Based on these settings, the 
diagram of interior temperatures was “fitted” for each 
prototype, using plausible shading scenario values (Table 
2). 
 
2.4 Multi-zone thermal modelling 
A multi-zone approach was used during thermal 
modelling, for all the selected prototypes, with the 
exception of the Reciprocity prototype. In this way, it was 
possible to analyse, simulate and qualify prototypes 

more precisely, mainly thanks to the different usage 
scenarios selected for each room. 
For example, for thermal modelling, the OnTop 
prototype was divided into 4 thermal zones (living 
room/office, bedroom, bathroom and kitchen) (Fig. 2). 
For each zone, the relative usage scenarios were applied, 
with particular attention to the location of  

SCENARIOS PROTOTYPES 

 
Rhome 

 
OnTop 

 
Fenix 

 
Home-Skin 

 
Reciprocity 

Temperature set points Team’s hypothesis 

Occupancy  Actual data (rules and calendar of the competition) 

Internal heat gains Actual data (measured during the competition) 

Covering Actual data 
(observations) 

Fitting 

Mechanical ventilation Team’s hypothesis 

Natural ventilation  
 1st week 

Fitting 

Natural ventilation  
2nd week 

The same for all the prototypes 
Rhome natural ventilation, hypothesized steady and very low 

(very low external temperature) 

Table 2:  Usage scenario data used for the five selected prototypes. 
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appliances, mechanical ventilation ducts and internal 
ventilation (by opening doors) between the different 
areas. 
By using a multi-zone approach, it was therefore possible 
to make a BPS that was closer to the real thermal 
behaviour of the prototypes. 
 
3. THERMAL MODELLING QUALIFICATION 
The internal temperature values of each prototype BPS 
were compared with the internal temperature 
measurements taken during the competition. The 
thermal modelling qualification of the 5 prototypes was 

achieved thanks to the excellent agreement between the 
BPS internal temperatures and real temperatures (Fig. 3). 
The internal temperatures of three zones (living room, 
bedroom and kitchen) were compared with the 
respective temperatures taken during the twelve days of 
the competition. 
 
4. BPS OF THE PROTOTYPES WITHIN THE RELATED 
LOCAL CONTEXT 
A BPS of the qualified thermal models, in their local 
contexts, was carried out. The related local context 
METEONORM was used to simulate the weather 
conditions of each model. 

Table 
4 

shows 
the 

results 
of the 

OTP 

Figure 2: Thermal zones and position of the appliances for the OnTop model. 
 

Figure 3: Temperature comparison between the simulation and monitoring of the “Living room/Office” of the OnTop model. 
Simulation=dotted line;   monitoring data=continuous line;   external temperature=dashed line. 
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prototype simulated in Frankfurt. Usage scenario values 
were chosen according to both real usages (data about 
usage scenarios of appliances from the first week of the 
competition were used for internal heat gain scenarios) 
and a good usage of the prototypes, in order to optimize 
both energy consumption and interior comfort. 
Values for the scenarios of temperature set points, 
shading and natural ventilation were chosen for a good 
exploitation of external environment energy,  thus 
minimizing energy consumption and increasing interior 
comfort, always taking into account the importance of 
exploiting natural light for indoor lighting 
 
Table 4: Energy consumptions for the OTP prototype in 
Frankfurt, compliant with ISO 7730 “comfortable” comfort 
criteria in 98.5% of occupation time or more. 

Zone 
Surface 

area 
(m2) 

Heating needs 
(kWh/(m2.year) 

Cooling needs 
(kWh/(m2.year) 

Living 
room/Offic

e 
40 19 0 

Bedroom 18 43 1 
Kitchen 28 5 0 

Bathroom 7 0 0 
    

TOTAL 93 18 0 
 

Comfort analysis was carried out in accordance with 
European Norms EN-15251 and UNI EN ISO 7730 [2, 3]. 
Comfort indices were calculated using a specific feature 
in Pleiades. For each zone, some parameters were set: 
ambience class (housing), air speed (a 0.1 m/s steady 
value for all the prototypes), type of activities and clothes 
worn. With the goal of having comfortable thermal 
conditions, ISO 7730 Predicted Mean Vote range value is 
[+0.5; -0.5] and the corresponding Predicted Percentage 
of Dissatisfied value is lower than 10%. 
Table 5 presents the annual heating and cooling needs of 
the 5 prototypes, complying with “comfortable” comfort 
conditions almost all the time. These predicted needs 
suggest that these prototypes are able to respect current 
French thermal regulations. 

 
Table 5: Energy consumptions for the 5 selected prototypes in 
their local context, compliant with ISO 7730 “comfortable” 
comfort criteria in 98.5% of occupation time or more. 

Prototype 
Surface 

area 
(m2) 

Heating needs 
(kWh/(m2.year) 

Cooling needs 
(kWh/(m2.year) 

Rhome 62 7 4 
OnTop 93 18 0 
Fenix 52 24 3 

Home-Skin 100 22 0 
Reciprocity 107 11 5 

 
4. CONCLUSIONS 

Data and measurements collected for the competing 
prototypes at the SDE 2014 in Versailles have been 
exploited in this work, in order to obtain important 
information about the behaviour of prototype 
experimental solar buildings with high energy efficiency, 
designed for different climatic conditions and usages. An 
empirical method was created in order to overcome the 
lack of data about usage scenarios for five selected 
prototypes, during the twelve days of the competition. 
Once qualified, the thermal models of the prototypes 
selected for their different technological systems and 
architectural envelopes, were simulated in their local 
contexts. 
Thanks to empirical optimization work, BPS results for 
the qualified thermal models, are very good, with regard 
to both annual energy consumption and comfort 
conditions. 
All the work was carried out without taking active 
systems into account, in order to consider only passive 
systems and strategies.  
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ABSTRACT: Building Energy Models, which consider all energetic aspects of a building’s performance, are a beneficial 
tool for use in a building’s design and operational stage to optimise the design or performance of a building, aid in 
decision making, and carry out code compliance. Model calibration is a term which refers to the improvement in the 
performance of a BEM simulation to better match the actual building in design or operation, which will in turn improve 
the results in using the BEMs in their various applications. Model calibration is particularly relevant in a building’s 
operational stage considering that, as well as the number of dynamic elements involved in a building’s performance on 
a day-to-day basis, buildings quite often perform differently to the initial design intent. Despite the benefits, model 
calibration is a time-consuming process which typically requires expert user knowledge. This paper details a 
methodology focused on improving and automating elements of the calibration process to address these current known 
limitations.  
KEYWORDS: Energy, Calibration, Building Energy Models, Buildings, Comfort 

 
 

1. INTRODUCTION  
Building Energy Models (BEMs) are often employed to 
predict and assess a building’s performance, to carry out 
code compliance or voluntary environmental rating 
systems, and to aid in decision making on system 
configurations or building performance choices at the 
building design stage. In a building’s operational stage, 
creation of BEMs representative of the building’s actual 
operating conditions can be useful in identifying sub-
optimal performance, system faults and can better 
determine the implications of proposed energy 
conservation measures (ECMs) and retrofit options to 
the building in terms of consumption, cost and comfort. 
 BEMs consider all energetic and thermo-dynamic 
aspects of the buildings they represent and the software 
typically requires hundreds of model inputs, many of 
which have associated levels of uncertainty because they 
rely on software default assumptions and/or imperfect 
field-data collection procedures. While this approach can 
be highly effective at the design stage for analysing 
design approaches based on the same operating 
assumptions for determination of optimal design 
configurations, the use of BEMs in a building’s 
operational stage presents different challenges. This is 
mainly due to the range of dynamic and difficult to 
measure parameters involved in an operational 
environment which are challenging to accurately account 
for in models, resulting in a gap between the simulated 
model results and the actual building performance, often 
referred to as the “performance gap”. 
Research has shown that significant differences between 
the predicted BEMs and actual building performance are 
often detected even in energy-efficient buildings [1] 

which can hinder the implementation of optimised 
building energy management strategies and decision 
making which incorporate BEMs. According to a study of 
121 buildings, significant discrepancies between the 
simulation results and actual measured consumption of 
real buildings were observed, with the predicted 
performances in the range of 0.25 to 2.5 times the actual 
performance of the building [2].   
These differences observed typically arise from 
inaccurate information in the three-way interaction 
between the building, people and climate [3]. At building 
level, this can often be due to a lack of relevant building 
audit information, inadequate Building Management 
Systems (BMSs) in place, or insufficient knowledge on the 
“as-designed” building control. People, or user behaviour, 
has a significant influence on the building performance 
due to their control actions within a building, which 
usually relates to improving the indoor environmental 
conditions and needs to be addressed in more detail on 
a specific building model level [4]. Climate information is 
also an important aspect, as the surrounding climatic 
conditions affect both the building performance and user 
behaviour. 
The process of improving and tuning the building energy 
model inputs to close the performance gap between 
simulated and measured building performance is 
referred to as Calibration. Calibration is widely 
acknowledged as a complex task; it is over-specified (in 
that simulation programs require hundreds of model 
inputs) and under-determined (where the number of 
output parameters for comparing actual versus 
simulated performance are relatively few). Most current 
calibration approaches require significant expert 
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knowledge and numerous manual interventions using 
different tools/methods to achieve high levels of 
accuracy. Considering the benefits of using BEMs in the 
operational stages of a building’s life-cycle, in order to 
make the calibration of models a viable and less costly 
undertaking, a calibration approach was investigated 
with the objectives of:  
Accelerating the end-to-end calibration process 
Reducing the manual intervention and expert knowledge 
required, and 
Consistently improving the results of the calibrated 
model when compared with the actual building 
performance beyond current best practice model 
performance evaluation targets (Measurement & 
Verification). 
 
2. METHODOLOGY 
This paper details a methodology aimed at delivering an 
improved and more robust calibration process when 
compared to traditional practice. The methodology 
involves a four-step process: 
 
Operational Models are created by feeding metered 
building data into a BEM 
Sensitivity Analysis is conducted to identify the most 
relevant parameters for optimisation 
Final Optimisation (either consultancy based or using an 
automated optimisation program called ‘Optimise’) is 
performed to determine the appropriate values for the 
remaining uncertain and influential parameters in the 
models 
A final calibration Measurement and Verification (M&V) 
exercise is undertaken to measure the performance of 
the calibrated simulation models. 
 
This methodology was tested and validated by creating 
calibrated building models using IES<VE> building 
simulation software for four demonstration sites in a 
range of building types across Europe: 
Airport in Portugal 
Office Building in Finland 
Office Building in Romania 
Hotel in Northern Finland 
The Airport is the main use case selected to describe the 
steps and results of the methodology developed.  
 
2.1 Operational Models 
Typically, an operational model will be developed either 
from an existing BEM design model, or from a new model 
created based on design details provided. An operational 
model refers to a building energy model in which the 
dynamic parameters (initially based on design 
assumptions) are updated with actual metered data 
streams typically obtained from a building’s Building 
Management System (BMS) or Automated Meter 
Readings (AMR). Dynamic parameters are for instance 

occupancy or equipment energy consumption profiles, 
HVAC control schedules and weather data. 
This is an important step in the calibration process, as the 
measured data provides much more accurate inputs to 
the model which will results in improvement in the M&V 
of the BEM compared to actual building performance. 
Figure 1 shows the comparison of the energy consumed 
by the Airport design model (red line) compared to the 
actual performance (blue line), where a significant 
difference.  

 
Figure 12: Design model vs actual performance 

 
Figures 2 and 3 illustrate examples of measured model 
data inputs (red) which replaced the assumed profiles 
(blue) in the design model to create the operational 
model.  
 

 
Figure 13: Assumed vs actual data (airflow) 

 
Once all of the measured inputs were added to the model, 
along with accurate local weather data for the 
corresponding period, a significant improvement can be 
seen in Figure 4 between the BEM simulated energy (blue) 
from the operational model, and the measured energy 
consumption (red) of the building over a period one 
week. 
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Figure 3: Assumed vs actual data (lighting gains)  

 

Figure 4: Improved operational model vs actual performance 

 
All four tested BEMs resulted in visible improvements in 
M&V after this first step of the methodology to varying 
degrees; the remaining calibration process steps aimed 
to further close the performance gap. 
 
2.2 Sensitivity Analysis 
Sensitivity analysis is a process used to determine the 
parameters of greatest influence on the model outputs, 
and thus the overall calibration performance. It is a key 
step in determining which parameters should be 
focussed on for calibration, as well as reducing the 
overall calibration effort through identifying parameters 
with very little influence on the model/building’s 
energetic performance. Traditionally this process is 
based on expert user experience or manual analysis of 
the effect of changes to model parameters on the results 
of building model simulation. To advance beyond this 
and create a faster, structured and robust approach 
using the IES <VE> simulation software for each of the 
four test models, a semi-automated Sensitivity Analysis 
procedure was developed and implemented. Although 
the detail and developments required are specific to the 
IES <VE>, the methodology described can be replicated 
and applied to any simulation modelling software to 
achieve the same the goal.  

A relevant range of parameters of interest for each of the 
demo sites were selected, across the following primary 
categories: 
Weather 
Building Fabric 
Constructions 
HVAC Central Plant 
HVAC terminal Units 
The individual variables and their variance investigated 
for each pilot site are summarised in 錯誤! 找不到參照

來源。, 2 and 3 below. 
 
Table 1: Sensitivity Analysis Parameters – HVAC Units 

 
 
Table 2: Sensitivity Analysis Parameters – HVAC Control 

 
 
Table 3: Sensitivity Analysis Parameters – Building Level 

 
 
Figure 5 below shows an example of the results of the 
Sensitivity Analysis carried out for the Airport BEM. As 
discussed, the process automates the identification of 
the key parameters to focus on for calibration, as the 
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ranked parameters nearer the top of the graph have a 
greater effect on the BEM energy consumption and 
should therefore be the highest priority for improving 
input data to the model for calibration. Parameters lower 
down the list require less focus or can even be ignored 
when calibrating, as they have a lesser impact on the 
overall energy consumption. This step automates a part 
of the calibration process that would typically be carried 
out manually or based on expert knowledge gained over 
years of experience.  
 

 
Figure 5: Sensitivity Analysis results – Airport  

 
2.3 Final Optimisation  
Once Steps 1 and 2 are accomplished the initial 
operational models are set-up, key parameters for 
further calibration have been identified, and final 
optimization of remaining model parameters is 
undertaken. This step can be described as semi-
automated and is achieved through a combination of two 
approaches: 

Consultancy Based Desktop Calibration – where 

consultants (building and energy simulation expert users) 

undertake a series of defined checks on the current 

version of the operational model, carry out analysis on 

the required parameters and apply reasonable updates 

to the model where operational data may be missing, to 

ensure that the simulated building and systems are 

performing as expected and to further progress the 

calibration. 

Optimise Tool – where an automated optimisation 

program ‘Optimise’ has been enhanced and employed in 

the automated calibration process to determine the 

appropriate values for the remaining uncertain and 

influential parameters in the models. Optimise is a 

proprietary tool initially developed through a European 

Commission 7th Framework Programme (FP7) project, 

‘Umbrella’ [6]) 

The Optimise tool is based on genetic algorithms, where 
each parameter for calibration is given a reasonable 

upper and lower limit. The calibration objective function 
is set in the tool (M&V metrics), and Optimise 
automatically runs thousands of batch simulations with-
in a number of hours and with no manual intervention to 
determine the best fit for the selected parameters to 
meet the set objective functions.  
Figure 6 shows the best-fit occupancy profile for the 
Airport model generated using the Optimise tool which, 
as shown from the sensitivity analysis results, is the key 
parameter that influences the performance of the model.   
 

Figure 6: Best-fit occupancy profile generated using the 
Optimise tool – Airport  

 
Depending on the level of uncertainty in the parameters 
remaining, the calibration levels achieved in the previous 
steps and remaining available information or expert 
knowledge that can be applied, either/or both of the 
approaches described may be applied for this step of the 
calibration procedure.  
 
2.4 Measurement and Verification 
Measurement and Verification (M&V) is the final and a 
key step in the calibration process, where calibration 
metrics are used to evaluate the accuracy of the 
simulation models through comparison of the simulation 
outputs with the measured building data. In order to 
measure the performance of the calibrated simulation 
models, the following standard statistical indices were 
used. [7, 8] 
Mean Bias Error (MBE) (%): This is a non-dimensional 
bias measure (i.e. sum of errors), between measured and 
simulated data for each hour. 

 MBE(%)= 
∑ (mi-si)

Np

i=1

∑ (mi)
Np

i=1

  

 
Where; mi  and 𝒔𝒊  are the respective measured and 
simulated data points for each model instance ‘i’ and Np 

is the number of data points at interval ‘p’ (i.e. 
Nmonthly=12, Nhourly=8760). 
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Root Mean Square Error (RMSE) (%): The root mean 
square error is a measure of the variability of the data. 
For every hour, the error, or difference in paired data 
points is calculated and squared. The sum of squares 
errors (SSE) are then added for each month and for the 
total periods and divided by their respective number of 
points yielding the mean squared error (MSE); whether 
for each month or the total period. A square root of the 
result is then reported as the root mean squared error 
(RMSE). 
Coefficient of Variation of Root Mean Square Error 
CV(RMSE) (%): This is essentially the root mean squared 
error divided by the measured mean of the data. 
CV(RMSE) allows one to determine how well a model fits 
the data; the lower the CV(RMSE), the better the 
calibration. 
 

CV RMSE(%)= 

√
∑ (mi-si)

2Np
i=1

Np

m̅
 

  

 
Where; mi  and 𝒔𝒊  are the respective measured and 
simulated data points for each model instance ‘i’; 𝑵𝒑 is 

the number of data points at interval ‘p’ (i.e. 
Nmonthly=12, Nhourly=8760) and �̅�  is the average of 
the measured data points. 
 

Currently the International Performance Measurement 
and Verification Protocol (IPMVP), Option D: Calibrated 
Simulation [7] is considered the best practice standard 
for assessing building model calibration levels using M&V. 
The guidance targets for IPMVP Option D metrics are 
based on reducing Mean Bias Error (MBE) and Coefficient 
of Variation of the Root Mean Squared Deviations (CV). 
 
For monthly based calibrations the targets are: 
CV   = 15% 
MBE = ±5% 
 
For hourly based calibrations the targets are: 
CV  =  30% 
MBE = ±10% 
 
3. FINDINGS/RESULTS 
Using the methodology outlined all four of the calibrated 
test models achieved M&V exceeding the targets set out 
by IPMVP. The Airport model, which is described in more 
detail, through this process achieved a CV of 21% and an 
NMBE 1.74% for hourly calibration, which is well beyond 
the best practice targets.   
Figure 7 graphically illustrates the M&V results for the 
Airport BEM, comparing measured energy performance 
to simulated energy performance on an hourly basis over 
the course of a week. 

 
Figure 5: Airport – simulated (green) and measured (red) 
cooling loads for a calibration period in the summer 
 
4. CONCLUSION 
Even where high levels of metered data were not 
available, accurate calibrations beyond the current best 
practice levels of IPMVP were achieved using the 
methodology developed. Across the four test buildings, 
the Normalised Mean Bias Error (NMBE) for each model 
ranged between -0.301% and 3.2% for hourly calibration, 
meaning all models adhered well within the required 
±10%. 
The calibration results achieved for each model for the 
selected calibration periods  exceeds current best 
practice M&V targets for the model’s simulated energy 
performance matching the building pilot areas actual 
performance (NMBE of <10%). The approach developed 
also greatly improves the speed of the calibration 
process through the introduction of the automated and 
semi-automated processes, and reduced the amount of 
user intervention and expertise requirement, making the 
approach replicable across a range of building model 
types.  
Further work will focus on testing of the methodology on 
building types in different climates, and better 
measurement of the time and effort associated with 
traditional calibration compared to the methodology 
presented. 
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ABSTRACT: Building-integrated carbon capturing is a system that provides carbon dioxide (CO2) capture and 
regeneration within buildings using a moisture-swing air capture technology developed by Dr. Klaus Lackner at Arizona 
State University’s Centre for Negative Carbon Emissions. This paper serves as a continual ideation towards moving a 
concept from the research and development phase into prototype development to perform experimental evaluation of 
how such a project would perform in real-life scenarios. We intend to build on strengths and overcome past design 
weaknesses through cross-industry innovation to create a more robust mechanism that is capable of carbon capture 
and regeneration. 
KEYWORDS: Carbon, Capture, Building-integrated, CO2, Shade. 

 
 

1. INTRODUCTION 
Atmospheric carbon dioxide (CO2) concentrations have 
been on the rise since the beginning of the Industrial 
Revolution due to various human activities involving the 
burning of oil, coal and gas, as well as deforestation. 
According to NASA, humans have increased CO2 by a 
third since the Industrial Revolution, and CO2, the heat-
trapping greenhouse gas, is the long-living/key factor of 
climate change [1]. The United States of America is the 
second largest emitter, as it is responsible for almost 15% 
of global CO2 emissions, and stabilizing the atmospheric 
CO2 concentrations is becoming less and less possible, 
specifically after the current administration’s intentions 
to withdraw from the Paris Climate Agreement [2] and its 
termination of the Clean Power Plan that the previous 
administration issued [3]. The central aim of the Paris 
Climate Agreement is to keep global temperature change 
below 2 degrees Celsius for this century [4]. Achieving 
this goal will require considerable effort toward a host of 
aggressive and innovative strategies to meet that 
challenge. To date, most strategies to combat climate 
change have focused on CO2 mitigation. While this task is 
critically important, it is equally important to combat this 
challenge through the capture and reuse of CO2.  
 
2. BUILDING-INTEGRATED CARBON CAPTURING 
This paper serves as a continuation of the paper we 
presented at PLEA 2017 titled “Building-Integrated 
Carbon Capturing,” wherein we envisioned a form of 
biomimicry that models the natural process of 
photosynthesis, in which plants capture CO2 and turn it 
into carbohydrates and oxygen. To summarize the last 
paper’s goal, we proposed a building-integrated carbon 
capturing (BICC) device that treats building facades as 
giant artificial leaves, creating facades that are capable of 
self-shading and absorbing CO2 from the air and turning 
it into useful carbon-based materials without harming 

the environment. BICC will capture CO2 by adapting a 
carbon-capture technology called moisture swing air 
capture technology, which has been developed by Dr. 
Klaus Lackner at Arizona State University’s Centre for 
Negative Carbon Emissions [5]. This technology uses thin 
fibres of sorbent material that can capture carbon 
dioxide when in a dry state and then release it when 
moisture is applied. Dr. Lackner and his team were able 
to translate their lab experiments into the design of a 
“Carbon Carousel” machine that could be packaged in a 
single cargo shipping container for ease of transportation 
and would be capable of capturing one ton of CO2 per day. 
 

 
Figure 1: Carbon Carousel (Source: Kevin Hand, Courtesy of 
Columbia University, 2010). 
 

The air filters embodied in the sorbent resin are placed 
on a moving conveyor for natural air exposure. Once the 
air filters are saturated with CO2, an automated 
mechanism will remove the air filter and place it in a 
regeneration chamber, where the CO2 will be extracted. 
BICC will mimic the properties of the air filters used in the 
carbon carousel machine but differ in the operating 
mechanism of the cleaning chamber. BICC filters will be 
attached to building façades and will not move through a 
conveyor into the cleaning chamber; instead, once the air 
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filters are loaded with CO2, they will enter a moveable 
cleaning chamber that has been designed as a 
replacement for the large stationary cleaning chamber in 
the carbon carousel machine for CO2 extraction. 
 

 
Figure 2: Representation of BICC moveable cleaning chambers 
 
Extensive description and detailed graphical 
representations of the Carbon Carousel and BICC can be 
found in our paper presented in the PLEA 2017 
proceedings. 
 
3. AIM 
The aim of this paper is a continual ideation toward an 
appropriate and applicable building-integrated shade 
and CO2 capture system that will build upon the previous 
BICC design while taking into consideration feedback 
received during the few past months from colleagues and 
professionals in the field to create a robust and 
mechanically feasible option. Our intention is to build on 
the previous design’s strengths and minimize any 
weaknesses. The paper will showcase developments in 
filter design, size, CO2 regeneration chamber design 
modifications, and alterations to the regeneration 
process mechanism, and it will finally present the newer 
version of BICC that will overcome the past design 
weaknesses. 
 

4. DISCUSSION OF THE PREVIOUS BICC DESIGN 
BICC’s strength is that it serves a dual function. It replaces 
an existing, integrated building element—a shading 
device that blocks the sun for cooling purposes—and 
captures CO2 for utilization. In addition, shading devices 
have an advantage over other building-envelope 
elements because they protrude beyond the building 
envelope, which allows for wind flow across the air filters’ 
exterior surface, thereby assisting the moisture swing 
technology, which was developed to capture CO2 at 
natural low air speeds. The following subsections discuss 
in detail the areas that require further development to 
overcome the previous design weaknesses. 
 

4.1 Shade and carbon capture 
The current BICC device was designed so that its air filters 
were fixed on a building façade, but shading devices are 
only useful during the day and when the sun is out. To 
improve the design, air filters can be rolled up during the 

day to provide shade and capture CO2 and then rolled 
down during the night, when there is no need for shade, 
to regenerate the captured CO2. 
 

4.2 Carbon capture capacity and utilization 
Knowing that today’s infrastructure is not ready for the 
capture and transport of CO2, as it would require 
substantial investment in piping networks for carbon 
transportation, the CO2 captured by BICC would have to 
be utilized within the city. Utilizing carbon instead of 
transporting it to remote locations for storage would 
require reducing the amount of carbon that BICC 
captures, leading to alterations in the air filters’ size and 
thickness. The developed BICC would have thinner air 
filters than the current version has, which could facilitate 
the rolling aspect mentioned above. This alteration 
would entail transforming the air filters from the bulky 
shape typically used to collect particles from airflow in 
ducts into lighter forms (similar to sails) that can be rolled 
up and down.  
 

4.3 Cleaning chamber 
The cleaning chamber’s mobility was also a concern. 
Although the regeneration process is effective, the 
machine’s design and its moving mechanism must be 
reformulated. The cleaning chamber was designed with 
the idea that it would move along tracks installed on the 
building’s façade, where it would attach to each filter in 
turn, vacuum the filters, apply moisture to them, 
evacuate the CO2 from the chamber, and finally send the 
captured CO2 through hoses to the storage area located 
on the building’s roof. We thought this design involved 
“lots of moving parts,” indicating that it would be 
expensive to have part of the BICC continuously moving 
along the tracks; this continuous movement may also 
lead to long-term operation and maintenance costs for 
the building’s owner. This discussion led to reversing the 
process of CO2 regeneration so that the BICC’s cheaper 
element (the air filter) becomes the moving part and the 
more expensive element (the cleaning chamber) 
becomes stationary. This alteration could minimize the 
cost of building the device and lower the system’s long-
term operation and maintenance costs. In addition, this 
change is also in harmony with the other ideas 
mentioned above: thinning the air filters to reduce 
capturing capacity and rolling the air filters for shading 
and regeneration. 
 

4.4 Form 
In addition to the BICC’s motion, the cleaning chamber’s 
shape must be revisited. The current process requires 
vacuuming and involves voiding the air from the enclosed 
space to regenerate the CO2 efficiently. Displacements, 
strains, and stresses occur during the vacuum process, so 
the vacuum chamber’s shape must be carefully designed 
to respond to such factors. According to Hauviller’s 
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“Design Rules for Vacuum Chambers,” a vacuum 
chamber can take any shape during the initial design 
phase, but its shape must be carefully studied and 
analysed during a detailed design phase to ensure that it 
can respond to stressing and buckling forces. Hauviller [6] 
concludes that curved surfaces are preferable to flat 
panels when in response to the forces mentioned above. 
In the current BICC design, the cleaning chamber is 
rectangular, the least favourable shape for a vacuum. 
Additionally, the current device is composed of two parts 
that embrace the air filter during the regeneration 
process, which may lead to further complications during 
the vacuum process, including air leaks.  
The idea of rolling the air filters into a stationary unit 
guides the new cleaning chamber’s design, as a 
curvilinear form is best suited to housing rolling air filters. 
According to Hauviller [6], tubular shapes are the most 
common for vacuum chambers. Therefore, the 
developed BICC should have a tubular cleaning chamber 
that can house rolled air filters and withstand the 
vacuum process during the CO2 regeneration process. 
 

4.5 Modularity 
Another concern is modularity, which is the use of 
various modules to create a system by combination [7]. 
The current design is limited by the filters’ and cleaning 
chamber’s sizes, as the air filters were designed to be 1.6 
m high, 0.6 m wide, and 0.1 m thick. This essential 
element’s fixed size may become an obstacle in the 
system’s implementation on buildings that differ in 
height or shading requirements, which could require 
modifications to the air filters’ height, width, and 
thickness, resulting in substantial investment for the 
manufacturing of such a system. Therefore, the ability to 
roll the filters into the stationary cleaning chamber 
provides the advantage that the system could work on 
various building heights simply by changing the air filter 
height. 
 

5. DEVELOPED DESIGN FOR THE BICC 
To summarize the ideas mentioned above, we envision 
the developed BICC as a modular system that is made of 
thin, sail-like air filters, which are attached to building 
facades and are capable of rolling in and out of a tubular 
stationary cleaning chamber, thus meeting the BICC’s 
original goals: self-shading to lower buildings’ solar-heat 
gain for energy conservation while capturing and 
regenerating carbon for use within the city. To visualize 
the above-mentioned features in a product design, we 
used cross-industry innovation. This method involves 
taking existing, proven solutions from other industries 
and creatively imitating or transforming them to meet 
our concept’s needs [8]. We chose this method so we 
could use another industry’s working, problem-free 
mechanism to take advantage of existing know-how and 
overcome past design difficulties related to cost, time, 

and probable malfunctions. Many examples show 
successful cross-industry innovations, including BMW’s 
iDrive system (a transfer from the gaming industry) and 
Nike’s shoe shock absorbers (adapted from Formula One 
racing technology) [8]. Therefore, we designed two 
versions of the developed BICC, which we call CarbonSail 
and CarbonCabinet. Both include the functions and 
features mentioned earlier in the paper, but they differ 
in terms of their mechanisms. 
 

5.1 CarbonSail 
The CarbonSail is the first version of the developed BICC 
in our attempt to overcome the concerns raised with the 
previous version of the system. The name is derived from 
the sails used in sailboats, in which a piece of fabric is 
sewn together and stretched across a mast to catch wind 
and convert it into force to drive a vessel. Our version of 
sails will resemble a boat sail’s shape (i.e., they will 
extend over the building’s façade as a sail does across a 
boat mast) but will capture carbon from the air instead 
of catching wind for propulsion. Our sails will be made 
from a combination of materials, including resin-
embodied polypropylene sheets for carbon capture and 
synthetic fibres such as Dacron (which is known for its 
durability). Boat sails are typically coated with resin to 
ensure stiffness and airtightness [9], but in our case, air 
catching is not needed, so our sails will be coated with a 
strong-base ion-exchange resin to best capture carbon. 
The concept of cross-industry innovation shines in our 
sails’ rolling aspect. Sailboats use various methods for 
storing sails when not in use; the one that we are 
interested in is a sail furling system. Ted Hood introduced 
the idea of furling a sail into a boat’s mast or boom in the 
1970s, and this idea was largely responsible for the 
growth of sailing in the following decades [9]. A furling 
system can be fully automated so that an electric motor 
rolls the sail up or down at the touch of a button.  
The system that we are most interested in is the in-boom 
furling system, in which a shaft running along the length 
of the boom (the horizontal piece that extends from the 
bottom of the mast and attaches to the bottom of the 
sail) is used for raising the sail and lowering it for stowing 
purposes. 
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Figure 3. In-boom furling system (source: Hancock, 2003). 
 

This system has all the properties needed to perform the 
BICC’s desired functions. First, the sail can be rolled up 
and down based on need. Second, the furling unit (boom) 
is stationary and can be attached to a building’s surfaces. 
Third, the boom is tubular, which is the most suitable 
shape for vacuum purposes. Finally, in-boom furling units 
are already modular, as many sailboat manufacturers 
have produced such systems in large quantities. This sail-
furling unit has been around for almost 50 years, and the 
knowledge required to manufacture and maintain such a 
system is available in the market. We intend to imitate 
this sail system and transform it to match the needs of 
the building industry, where it will not only store sails (in 
this case, CarbonSails) but also provide a newer function 
of regenerating captured CO2 within the tubular boom. 
 

 
Figure 4. A preliminary section drawing of the CarbonSail 
cleaning chamber unit, with additions. 1) Tracks. 2) Top of the 
sail seal. 3) Air Vacuum. 4) Rolled CarbonSail. 5) Moisture sprays. 
6) Water gutter. 
 

A series of modifications needs to be added to the older 
furling system for it to work in the new system. The 
rolling mechanism will stay the same, as the sail will still 
be rolled up and down based on the desired function 
(e.g., shade or carbon capture). The very top of the sail 
would, however, have to be equipped with a sealing 
element to ensure that when the sail is rolled down, the 
unit can act as a vacuum chamber. The unit will also be 
equipped with hoses to feed the chamber with water for 
CO2 regeneration and to exhaust the CO2-enriched air. 

Water sprayers will also be distributed along the inner 
shell, and a gutter system will be added to remove excess 
water. 
 

 
Figure 5. Illustration of CarbonSail on buildings 
 

During the day, the CarbonSail will be unrolled along the 
building’s façade, forming columns of sails that run from 
the bottom of the building to the top, arranged so that 
they fit between the window bays. The sails will treat the 
building façade as a mast; they will be attached to tracks 
through hocks similar to those used in sailboats. In this 
phase, the sails will provide shade for the building and 
capture CO2. Unlike the old version of the BICC, the 
cleaning chamber will not move to the filters to 
regenerate CO2; rather, the regeneration process will 
occur in the newly designed stationary chamber. Once 
the sun sets, the sails will automatically roll down into 
the cleaning chamber. Once the cleaning chamber is 
completely sealed, water will be applied to moisten the 
sails and dissolve the bicarbonate on the fibres, thereby 
producing carbonate and CO2. The CO2 is then evacuated 
and compressed into liquid to be locally stored for use in 
the building or city. 
The envisioned CarbonSail will have the following 
properties: a tubular cleaning chamber with a diameter 
of 0.3 m and a depth of 0.9 m, allowing it to be modular 
and to be sold in a box that contains all the required 
hardware. Each unit will be responsible for serving a 
column of windows where the sail’s height is modifiable, 
as it can be extended to serve more than one floor. 
 

5.2 CarbonCabinet 
The CarbonCabinet is another version of the developed 
BICC and is a similar attempt to overcome the concerns 
about the system’s previous version. Similar to the 
CarbonSail, the CarbonCabinet system will have the 
properties needed to perform the desired BICC functions: 
self-shading and carbon capturing and regeneration. The 
air filter will roll in and out based on shading and carbon-
capturing needs, and the cleaning chamber will be 
stationary and have a tubular form for vacuum purposes. 
This system is designed to be modular for applicability 
and manufacturing purposes. 
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The rolling fabric for this system will mimic the 
CarbonSail’s properties, as it will be made of resin-
embodied polypropylene sheets (for carbon capture) and 
Dacron (which is known for its resiliency). The cross-
industry concept also plays a role in this system’s rolling 
aspect, as it was inspired by an existing rolling method 
that the Darman Manufacturing Company invented for 
use with one of its products, called a cloth-roll towel 
cabinet. The company was founded in 1936, and it is the 
sole American maker of cloth hand-towel dispensers, 
manufacturing around 13,000 units per year. The towel 
cabinet consists of two chambers—a clean chamber and 
a soiled chamber—that are completely separated. 
Within the cabinet case, a rolled towel is fed from the 
clean chamber and then, once used, is rolled into the 
soiled chamber. The rolling force is driven by the user’s 
hands, as the user grasps the edges of the towel and pulls 
down to dispense an unused portion [10]. 
 

 
Figure 6. Darman’s cloth-roll towel cabinet illustrations. Left: 
The two separate chambers within the cabinet case. Right: The 
cabinet, with a dotted line representing the cloth towel (source: 
Darman Manufacturing Company). 
 

Similar to the furling system used in the CarbonSail 
version, the Darman system has the features required to 
serve as a starting mechanism that performs the desired 
BICC functions. It makes perfect sense to roll a dangling 
fabric (in our case, one used for shade and carbon 
capture) in and out of a stationary chamber (in our case, 
used for carbon regeneration), as this system can be built 
in a modular fashion with existing industry knowledge. 
We are interested in the rolling mechanism and the 
separation of cabinets, two aspects that work in harmony 
with our goals. However, for this system to work for BICC, 
modifications and additions are required. 
First, the envisioned device will follow the same 
operation mechanism (rolling), but in our version, it will 
be positioned in an alternate way—rotated 90 degrees—
so that it can cast shade, capture carbon capture, and 
allow for visibility. Second, the system’s size needs to be 
scaled up so that it is applicable for building integration. 
Unlike the first version of BICC, this device would be 
placed on top of window bays, where the fabric would 
form a loop around the window bays to provide shading 
and capture carbon. 

 
Figure 7. Preliminary section drawing of the Carbon Cabinet. 
1)Motor 1. 2) Cleaning chamber and motor 3. 3) Rollers. 4) 
Carbon Capture fabric. 5) Window Bay. 
 

 
Figure 8. Front view of Carbon Cabinet on buildings 
 

A series of rollers would be placed along the window bays, 
allowing the fabric to roll and keeping it in shape for 
shade purposes. Third, one of the two inner chambers 
needs to be tubular and completely sealed (for vacuum 
purposes). This tubular, sealed chamber must be 
equipped with water sprayers and air vacuum channels 
for CO2 regeneration. The second (unsealed) chamber 
will control the other end of the fabric, where cables will 
be attached to control the mechanism’s roll. Additionally, 
the device’s operation needs to be automated, and it will 
be equipped with rolling motors for this function. Finally, 
the fabric should be of the desired length for building 
integration and should be customizable to the end users’ 
needs. This requirement wouldn’t incur a large cost, as 
the fabric would be manufactured in large rolls to meet 
such needs. 
In the CarbonCabinet’s operation, the rolling operation 
will be controlled by two motors in the chamber, one 
operating during the first phase (rolling down the fabric 
to provide shade and capture carbon) and one serving to 
roll the fabric into the chamber during the second phase, 
in which carbon is regenerated. At first, the fabric will roll 
out of the main cabinet to form a continuous loop around 
the building’s window bays. During the first phase, the 
motor will pull cables connected to the fabric, assisted by 
the rollers attached to the building surface, thus forming 
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a loop. Once the fabric is saturated with CO2 and shade is 
no longer needed (i.e., at night), the second motor will 
pull the fabric back into the sealed chamber in the cabin 
in order for the carbon regeneration to occur. The two 
motors will not operate instantaneously; when one 
motor operates, the other one will be idle. Once the 
fabric is in the sealed chamber, the CO2 regeneration 
process will begin (similar to the CarbonSail process 
discussed earlier).  
 

 
Figure 9. Alternate view of Carbon Cabinet  
 

The dimensions for the presented CarbonCabinet are as 
follows: both housing chambers are 1.2 m in width, 1.2 
m in height, and 1 m in depth. This cabinet would be 
placed on top of the window bay, allowing for the carbon 
capturing fabric to form a semi-loop around the window 
bays, thereby providing shade and capturing carbon. Like 
in the CarbonSail, the fabric’s length is modifiable based 
on the number of floors it is intended to cover. 
 

6. DISCUSSION AND PROPOSED TRAJECTORY 
This paper produced a number of designs applicable to 
the development of an appropriate building-integrated 
shade and CO2 capture system that overcome the 
weaknesses of previous designs. The ultimate goal of our 
research is to build a prototype with which to perform 
experimental evaluation studies and investigate BICC’s 
ability to achieve the original goals: self-shading, and 
carbon capture and regeneration. We intend to produce 
inexpensive, scaled-down versions of the envisioned 
devices to investigate solutions to the problems 
generated in the previous stage. This work will form the 
project’s experimental phase; the solutions will be 
investigated and either accepted, improved, re-
examined, or rejected based on the data generated. 
Further alterations and refinements may occur to rule 
out as many malfunctions as possible and produce the 
best possible device.  
On the other hand, our continual ideation of BICC 
determined that although passive carbon capturing 
(taking advantage of natural air flow) through 
implementation on the building envelope seems 
interesting, it may be unlikely to happen at this time, as 
it is considered a costly building element and its 
performance may not be as good as we would like. 
Therefore, we are thinking about shifting to active 

(forced air using fan power) carbon capturing systems for 
better performance. Yet, due to the energy required to 
operate fans, we cannot dedicate this energy solely for 
carbon capturing, it must be hybridized to be used for 
other purposes in addition to carbon capturing. 
Therefore, we are currently considering implementing 
such technology within buildings’ heating, ventilation, 
and air conditioning (HVAC) systems to take advantage of 
the fan used for air circulation in addition to the higher 
concentration of CO2 in buildings. Building-integrated 
carbon capturing systems would be the next piece of the 
puzzle in our attempt to combat climate change through 
building-integrated carbon capturing, and it would be a 
suitable option for current implementation in buildings, 
as it would serve as an addition (filter-like mechanism) to 
a building’s existing HVAC system for the purposes of 
carbon capturing and regeneration, in addition to indoor 
air quality control.  
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ABSTRACT: Data from an experimental investigation, carried out during the summertime (from the end of July to mid-
September, 2016), have been statistically analyzed, with the purpose of proposing a post-instalment-evaluation 
technique by assessing the effects that some architectural features have on the indoor environmental conditions in a 
prototype of Plus Energy House in southwest France. The proposed correlation analysis is tested first, to evaluate its 
reliability for distinguishing strong from weak correlations. Since the proposed analysis appears to be acceptable, it was 
used then for studying the relationship between outdoor and indoor environments. Results from the correlation analysis 
strongly suggest that the impact of direct solar radiation on the indoor environment is well attenuated by the double-
glazed windows with blinds implemented in the house. 
KEYWORDS: Statistical correlation analysis, assessment of architectural features, post-installment-evaluation. 

 
 

1. INTRODUCTION  
The cravings of bioclimatic architecture for the 
sustainable design of buildings focuses mainly on indoor 
environment quality under any climatic conditions, by 
encouraging the endeavor of improvement in buildings’ 
upstream dynamic simulation and downstream empirical 
observations. Such empirical observations assess the 
post-installment-evaluation of the effects that 
architectural features have on indoor environmental 
conditions. 
In this context, data from an experimental investigation 
dedicated to studying the interaction between the 
natural ventilation and thermal behavior of a Plus Energy 
House (PEH) prototype, are analyzed, using a correlation 
analysis approach, to highlight the effects that its 
architectural features have on the indoor environment 
thermal behavior. Such features are mainly: double-
glazed windows, window blinds, natural ventilation 
openings, and envelope. 
Since such an approach is not conventional for the 
assessment of architectural features; no similar 
investigations reported in the literature have been 
encountered. However, there are other methods of 
evaluation [1-2].  In the end, it is intended to characterize 
the architectural features designed for this PEH 
prototype, mainly regarding: (a) the reduction of indoor 
radiative heat gains from external sources, (b) the 
influence of wind effects in the indoor air movement. 
 
2. EXPERIMENTAL PLATFORM AND METHODOLOGY 
After participating in the Solar Decathlon Europe 2012 
competition, the PEH prototype used in this 
experimental study had, afterward, became an 

experimental platform for research purposes located in 
Bordeaux, southwest France.  
The building’s envelope, enclosing a 211 m3 air volume 
and a 46 m2 floor surface area, can be briefly described 
as an external structure of maritime pine, with 32 cm of 
thermal insulation and outdoor cabinets at the east and 
west facades (1.4 W.m-2.K-1  each), and 32 cm of thermal 
insulation at the North façade (1.2 W.m-2.K-1), ceiling, and 
floor. South and north façades include natural ventilation 
openings (bottom hung window type) representing the 
9.58% and 7.51% of each façade, respectively; apart from 
this, the south façade is fully glazed corresponding to the 
90.42% of the total surface (with a total heat transfer 
coefficient of 1.6 W.m-2.K-1).  
Moreover, this platform was designed to promote a 
charge-discharge sensible energy strategy to control the 
indoor air temperature rising and reduce artificial 
acclimatization usage, in the summertime. 
 
2.1 Experimental protocol 
The experimental approach adopted was to instrument 
the indoor space of the platform, consisting mainly of the 
following measurements: (i) air and surface 

temperatures (T ), (ii) airspeed (V ), and (iii) convection 

( C ) and radiation ( R ) heat fluxes. These parameters 

were measured at the ceiling and floor surfaces (Fig. 1 

and 2). The indoor air temperature ( inT ) was measured 

at 1.70 m height; the outdoor air temperature was also 

measured by our means ( outT ); their locations are shown 

in figure 1 and 2. Other outdoor environmental 
conditions (direct solar radiation and wind speed) were 
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acquired from a meteorological station at 10 m height 
and a distance of 1.5 km from the platform’s location.  
 

 
Figure 1: West-side view of the experimental platform with 
sensors distribution. 
 

 
Figure 2: Top view of the experimental platform and sensors 
distribution. 
 
A measurement campaign was carried out from July 27th 
to September 12th, 2016 (except from July 30th to August 
11th). During this campaign, the natural ventilation 
openings were configured as to promote a night stack 
ventilation strategy; programmed to open only when the 
outdoor air temperature falls lower than the indoor air 
temperature, which happened mostly at night. The 
platform was unoccupied, and the window blinds were 
kept down during the entire campaign. 
Three physical variables implemented later in this study 
are: (i) the mean radiant temperature, (ii) the total 
incident radiation heat flux, and (iii) the convective heat 
flux on the floor surface. These variables were obtained 
by data processing, implementing analytical models 
developed in previous studies [3-4]. 
 
2.2 Statistical approach 
2.2.1 Data collection and sample rate 
During the measurement campaign (34 days in the 
summertime), data were collected from the indoor 
environment (including the outdoor temperature) at a 
sample rate of an observation every minute, equivalent 
to 1440 observations per day. From the outdoor 
environment, data were collected at a sample rate of an 
observation every ten minutes, equivalent to 144 
observations per day. Here, a reduction for the indoor 
environment data was performed to be consistent with 
the outdoor environment sample rate: only 144 

observations per day will be used for the indoor 
environment data. 
 
2.2.2 Correlation analysis 
A correlation analysis based on the Pearson correlation 

coefficient R  was implemented to evaluate how strong 
the relationship between indoor and outdoor 
measurements is and to better understand the coupling 
between the heat transfer and airflow effects in the 

platform. The value of R  indicates a perfect linear 
relationship between two concerned physical quantities 

when R  is equal to one ( 1=R ), a no linear relationship 

when R  is equal to zero ( 0=R ), which might mean a 

curvilinear relationship, which is not detected by R , and 

a perfect but inverse linear relationship when R  is equal 

to negative one ( 1−=R ) [5].  
As the implementation of a correlation analysis of such 

physical problem via only the correlation coefficient R  

may lead to subjective conclusions, the significance of R  
is further analyzed using other approaches concerning its 
interpretation. To do this, we have implemented the 
following three approaches as presented in [5]:  
The verification of the null and alternative hypothesis 
state via the p-value (we will assume 0.95 as confidence 
level). 
The explained variability of the data via the squared 

value of R .  
The visual trend that verifies the linear or curvilinear 
relationship via scatter plots.  
Regarding the first approach, the null hypothesis states, 
as default, that there is no significant correlation 
between the two variables studied (a p-value greater 
than or equal to 0.05). Once the p-value of the supposed 
correlated data is determined, if its value lays under 0.05, 
it is said that the null hypothesis is rejected and the 
alternative hypothesis holds: there is a significant 
correlation in between the two variables studied.  
Regarding the second approach, as stated in [5], the 

squared value of R  indicates the percentage of the 
variability that can be explained by the knowledge of the 
correlated variables. Regarding the third approach, the 
visualization of the two correlated variables will verify 

their relationship subjected by R . In the case where R
values near zero are encountered (indicating no linear 
relationship exists), the visual trend can help us to 
determine whether to accept the “no correlation” 

implied by the value of R or to consider the 
determination of another correlation coefficient that 
allows evaluating the strengths in the trend encountered. 
Finally, regarding the last part of the previous paragraph, 
the Spearman’s coefficient (or Spearman rank-order 
correlation coefficient) will be determined, since it allows 
evaluating monotonic relationships. In such relationships, 
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the variables tend to change together, but not 
necessarily at a constant rate. 
 It is worth mentioning that it is possible to meet a 
situation where Pearson’s coefficient is negative while 
Spearman’s coefficient is positive or vice versa, which 
might lead to infer that this is an inconsistency. However, 
with a logical understanding of the difference between 
these two coefficients, such “inconsistencies” are 
justified [6].  
In addition to correlation plots, to present the results 
with Spearman’s coefficient, we use correlation matrices 

using the software R, as they allow us to group the three 
approaches mentioned earlier. 
 
2.2.3 Distinguishing strong from weak correlations 

Here, we establish a threshold for the value of R  that 
could help us to distinguish, as unbiased as possible, 
strong from weak correlations. This threshold is chosen 

based on the statistical interpretation of
2R , described 

in §2.2.2.  

As a value of
2R greater than 0.51 indicates that the 51% 

of the variability of variable A is explained by a variable B, 
we extend this to the following: the variable B can explain 
the variability of variable A at least 51% of the times, 
which represents the majority. Thus, the threshold value 

for R  results in 0.71 (the squared root of 0.51).  

Then, a correlation will be classified as strong if the R

value is greater than 0.71 and as weak if the R value is 
lower or equal to 0.71. Similar threshold or critical values 
were proposed by Cohen in 1988, as encountered in [7]. 
 
2.2.4 Day/night-time criteria for data sorting 
As the aspects we wish to analyze here are the impacts 
of external sources on the indoor environment and the 
impact of the night natural ventilation strategy 
implemented, the experimental data collected will be 
analyzed separately in the daytime and the night-time. 
To do this, we have sorted the data using the following 
criteria: 
Night-time: Solar radiation = 0 & indoor-outdoor 
temperature difference > 0. 
Daytime: Solar radiation ≠ 0 & indoor-outdoor 
temperature difference < 0. 
Here, we have included the condition of the temperature 
difference, because of the configuration proposed for 
the natural ventilation openings (§2.1). 
 
3. RESULTS AND DISCUSSION 
3.1 Classification of the correlations as strong or weak 
The results from the meteorological station have shown 
that the majority of days presented cloudy and windy 
daytime and clear and no-windy night-time.  
Nevertheless, first, we decided to apply the statistical 
approach to days with similar meteorological conditions: 
sunny and windy daytime and no-windy night-time 

(August 15th, 16th, 22nd, and 23rd); the corresponding total 
sample size is 576: four days with 144 observations. 
The correlation analysis results, based on the Pearson’s 
coefficient, are presented in figures 3 and 4, for no-windy 
night-time (sample size of 196), and sunny and windy 
daytime (sample size of 271), respectively, using the 
criteria presented in §2.2.4. The missing 109 
observations laid outside the day/night-time criteria 
established. 
 

 
Figure 3: Correlation plot based on the Pearson coefficient for 
experimental results from no-windy night-time: the sample size 
resulted in 196. 
 

The variables presented in figure 3 and 4 are: 
temperature of the (a) outdoor air, (b) indoor air, (c) floor 
surface, (d) ceiling surface, (e) averaged of surrounding 
surfaces and (f) air near floor surface. Also, the 
temperature difference between (g) the indoor and 
outdoor air, and (h) the air near the floor and the floor 
surface. The airspeed at (i) the location where the indoor 
air temperature was measured and (j) near the floor.  
Additionally, the following heat fluxes: (k) outdoor, direct 
solar radiation, (l) incident radiation on the floor surface, 
and (m) convection.  And finally, (n) the external wind 
speed. 
To read these graphs, we can assign to each segment 
(frames containing numbers) a pair of variables: (vertical-
axis variable, “stairs”-axis variable). For example, in 
figure 4, the Pearson’s coefficient between indoor and 
outdoor air temperatures is the cross value between 
letter “b” in the vertical axis the letter “a” in the “stairs” 
axis, namely R = 0.64.  Additionally, segments presenting 
an “X” indicates no significant statistical correlation, 
since the computed p-values resulted in being greater 
than 0.05. 
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Figure 4: Correlation plot based on the Pearson coefficient for 
experimental results from windy and sunny daytime: the sample 
size resulted in 271.  
 
Before going further, in order to evaluate if the proposed 
correlation analysis can be considered as acceptable or 
not, it is applied to correlate variables that normally, in 
agreement with the physical laws, should present strong 
correlations coefficients. For instance, consider the 
convective heat flux (m) and the temperature difference 
between the air near the floor surface and the floor 
surface (h). Since these variables are known to be directly 
related, as stated by Fourier’s law of convection, a strong 
R value should be expected; this can be observed in 
segment (m,h) in figures 3 and 4, which R values are 0.99 
and 0.86. These values indicate that the correlation 
between m and h are both strong (R > 0.71) and 
positively correlated, as expected.  
The difference in the previous R values for each period 
(daytime and night-time), can be explained by the fact 
that convective heat flux values are stronger when the 
openings are opened than when they are closed. Another 
fair and obvious example can be the solar radiation heat 
flux (k) during night-time. Since this variable is normally 
zero during this period, no correlation whatsoever 
should be encountered between this and other variables; 
this can be observed in figure 3, of which every R value 
related to the variable k resulted in a question mark (?) 
(in other words: “NA”).  
Moreover, another fair example, not as obvious as those 
presented before, is that all the temperatures from the 
indoor environment (b,c,d,e,f) should present strong 
correlations between one-another all the time. This can 
be observed in both figures 3 and 4, as expected. From 
the aforementioned, the statistical method proposed 
here, a priori, seems to be a reliable method to evaluate 
the strengths of correlated variables. 
  
 

3.2 Correlation between the outdoor and indoor 
environments 
The variables from the outdoor environment selected for 
the correlation analysis are: the air temperature (a), the 
direct solar radiation (k), and the wind speed (n). To 
evaluate the influence that these three variables have on 
the indoor environment, we choose the following 
variables for the indoor environment: the air 
temperature (b), the floor surface temperature (c), the 
total incident radiation on the floor surface (l), and the 
airspeed (i) and (j). In this way, we can evaluate, 
specifically, the contribution of the direct solar radiation 
to the thermal behavior of the floor surface temperature, 
and also the contribution of the wind speed to the air 
movement inside the platform.  
First, from the variables mentioned here before we 
depurate by focusing on the R values greater than 0.71, 
and the “X” presented in both figures 3 and 4. Every 
segment is presenting an R value lower or equal to 0.71 
and an “X,” is eliminated from the analysis. This allows us 
to obtain the relevant variables and to consider the third 
approach mentioned in §2.2.2, using correlation matrices 
with the Spearman’s coefficient (refer to Figs. 5 and 6).  
The correlation matrices include the following:  
The graphs of each pair of correlated variables, as well as 
their magnitudes (visual trends). 
The distribution of each corresponding sample 
(represented by histograms). 
The statistical significance due to the p-value with red 
asterisks; where three asterisks (***) indicate that the p-
value is very close to zero, two asterisks (**) that are very 
close to 0.001, and one asterisk (*) that is very close to 
0.01. A point (.) indicates that the p-value is very close to 
0.1, and nothing () indicates that is very close to 1.  
The interest in using Spearman’s coefficient is for 
comparison purposes as the Pearson’s coefficient are 
already presented before. This type of graph (refer to 
Figs. 5 and 6) can be read in the same way as figures 3 
and 4, but here the correlation coefficients of two 
correlated variables are presented above the diagonal 
with histograms; under this diagonal are the scatter plots 
of those variables showing their trend. 
 
3.2.1 Wind speed and indoor air movements 
In figures 5 and 6, for the wind speed (variable n), it is 
clear that there is no strong correlation presented 
between variable n and those representing the air 
movement in the indoor environment (i and j). This is 
fairly expected for the night-time periods (refer to Fig. 5) 
since they presented no-windy conditions. In daytime 
(refer to Fig. 6), the weak correlations encountered 
between variables n, i and j, might be explained by the 
fact that the openings remained closed; as a 
consequence, the air infiltrations are minimal.  

R
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It is worth mentioning that in cases of no-windy night-
time periods, thermal buoyancy dominates the 
ventilation airflow in the platform. 
 

 
Figure 5: Correlation results for no-windy night-time with Spearman’s coefficient: sample size of 196. 

 

 
Figure 6: Correlation results for sunny and windy daytime with Spearman’s coefficient: sample size of 271. 

 
Therefore, it can be inferred that the air movements in 
the indoor environment may be strongly correlated with 
a specific temperature difference. In this matter, figure 5 
shows that there are strong correlations between the air 
movements (i and j), and the temperature differences: g 
and h. Between the segments (g,i), (g,j) and (h,j), which 
are the strongest ones, higher R values were 
encountered when using Spearman’s coefficient (refer to 
Fig. 5), than when using Pearson’s (refer to Fig. 3). This 
indicates that the relationship between these correlated 

variables is rather curvilinear than linear. In fact, based 
on the physical laws of natural convection and thermal 
buoyancy, relating the temperature difference and the 
resulting airspeed, a 1/2 power law trend is expected to 
be encountered. This trend can be observed in figure 5 
segments (h,j), (g,i), and (g,j). Moreover, similar 
correlation coefficient values and trends were 
encountered when using data from periods of windy 
nighttime (sample size of 187 observations). This 
indicates that wind effects do not play an essential role 
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in the air movement near the concrete slab surface nor 
near the center of the platform.   
 
3.2.2 Outdoor solar radiation and the indoor radiative 
environment 
Results from correlation analysis showed that the direct 
solar radiation heat flux does not play an essential role in 
the indoor radiative environment, whether using the 
Pearson’s coefficient (refer to Fig. 4, segment (l,k): R = 
0.24) or Spearman’s (refer to Fig. 6, segment (l,k): R = -
0.25). In fact, the solar radiation heat flux (k) is not 
strongly correlated with any other variable, when 
considering the R threshold criterion proposed. This a 
priori means that the implemented double-glazed 
windows with blinds, reduce the incoming solar radiation 
heat flux, which lead to suspect that the indoor radiative 
environment is driven by internal long wavelength (LWL) 
radiation. This implies that the floor surface is heated by 
the surrounding surfaces, i.e., the glazed-façade, ceiling, 
and other vertical walls.  
However, the fact that no strong correlations have been 
encountered for the variable k can also be explained by 
the position of the Sun in the summertime and the solar 
eave facing south, on the ceiling. Since the Sun position 
is higher, the solar eave prevents the sunrays from 
reaching the glazed-façade, and thus, the indoor floor 
surface. Also, a consequence of the orientation of the 
platform, the windows at the north façade won’t be 
heated by direct solar radiation.    
It is worth mentioning that this analysis was first applied 
to data from only one day (sample size of 144), and 
greater correlation coefficient values have been 
encountered when a larger sample size was used. 
 
3.3 Correlation analysis when using data with mixed 
meteorological conditions 
So far, we have analyzed data from days with similar 
meteorological conditions. In addition to this, we 
decided to apply the correlation analysis to days with 
mixed meteorological conditions, to observe if the 
correlation results hold: July 28th and 29th, and August 
15th, 16th, 19th, 20th, 22nd, and 23rd.  
In general, all the R values were encountered to be lower 
than those found in the analysis presented before. This 
lead to conclude that if the variability of a variable A 
wants to be statistically studied regarding a variable B, 
data from experiments with similar meteorological 
conditions should be used, rather than mixing data from 
experiments under different conditions together,  as 
expected. 
 

5. CONCLUSION AND PERSPECTIVES 
Results from an experimental research project dedicated 
to studying the interaction between natural ventilation 
and thermal behavior in buildings have been analyzed by 
a statistical approach, reporting the effects of some 

architectural features on the indoor environmental 
conditions.  
The correlation analysis, using experimental data, 
strongly suggests that direct solar radiation is well 
attenuated by the solar protections (doubled glazed with 
blinds and solar eaves). Thus, the LWL radiation 
dominates the indoor radiative heat exchanges.  Also, the 
correlation analysis strongly indicates that buoyancy 
forces (and not winds effects) dominate the indoor air 
movement, whether the openings are kept open or not, 
whether the night-time is windy or not.  
This kind of correlation analysis might emerge as a 
suitable post-installment-aid tool (after in situ 
implementation) to evaluate the effectiveness of 
architectural features on indoor environmental 
conditions.  
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ABSTRACT: School buildings in Manila are ill equipped to deal with the high demand for student places. This has 
manifested in overly dense classrooms, which in combination with standardised geometries has led to poor thermal and 
daylighting conditions. This research contextualises passive design strategies from literature and built precedents then 
applies these approaches to a theoretical classroom. The result is a design proposal that improves indoor comfort 
through simple interventions in geometry, ventilation, and materiality. 
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1. INTRODUCTION AND METHODOLOGY 
In 2017, Metropolitan Manila has a shortage of some 
18,000 classrooms [1]. Consequently, public school 
classrooms in the region suffer from overpopulation, 
with upwards of 50 pupils per classroom in some districts 
[2]. There is an urgent need to apply measurable 
sustainable design strategies on typical school buildings 
– with special attention given to the thermal and visual 
comfort of classrooms. 
The end goal is a classroom design appropriate to 
Manila’s climate. To determine a framework for the 
design proposal, existing literature on school 
environments are first contextualised within Manila’s 
climate in Section 2. An examination of both historical 
and contemporary precedents to derive architectonic 
applications of environmental theories in existing 
literature is in Section 3. These applications are then 
validated and optimised with simulations using Ladybug 
Tools and EnergyPlus in Section 4 before being 
synthesised in a design proposal in Section 5 [3].  
 
2. CLIMATE AND THEORETICAL FRAMEWORK 
To determine an adaptive thermal comfort band for free-
running applications, Meteonorm 7.0 weather data for 
Manila was processed using Equation (1) to obtain an 
exponentially weighted running mean of outdoor 
temperatures [4]. 
  
Trm(n) = (1 – αrm)Te(d – 1) + αrnTrm(n – 1)          (1) 
 
where Trm(n) - running mean temperature for day n (°C); 
αrm - running mean constant; 
Te(d-1) - daily mean outdoor temperature for previous day 
(°C). 
 
Then, Equations (2) and (3) were applied to the running 
mean outdoor temperature to set the upper and lower 
margins of the adaptive thermal comfort band for a new-
build [4]. 

 
Timax = 0.33Trm + 21.8  (2) 
Timin = 0.33Trm + 15.8  (3) 
 
where Timax - indoor upper margin (°C); 
Timin - indoor lower margin (°C); 
Trm - outdoor running mean temperature (°C) 
 
The 1-2K differentials between the peaks of the average 
hourly temperatures and the upper margin of the 
comfort band in Figure 1 imply that indoor temperatures 
can easily go above the upper margin once internal heat 
gains are factored in. 
 

 
 
Figure 14: Climate summary for Metropolitan Manila showing 
comfort band, temperature, relative humidity, and solar 
radiation sourced from Meteonorm 7.0 

 
The conditions shown above are an opportunity to 
reassess the Department of Education (DepEd) Facilities 
Manual occupancy load targets of 1.40 m2 per student in 
63 m2 classrooms [5]. Research shows that 12-16 
students in primary school and 16-20 students in 
secondary schools are best for learning performance and 
student-teacher relations [6]. Socio-economic forces not 
covered in this research make these generous targets 
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impractical but there is an impetus to go lower than the 
45-student target. 
Regarding potential plan typologies for a school, a 
courtyard plan or linear plan are desirable in the climate 
as these have more exposed surface area for heat loss 
that would allow for the use of wind as a cooling device 
[7]. Initial computations using Equation (4) show that 
that heat loss arising from infiltration and fresh air 
requirements will not be enough to bring indoor 
temperatures to comfort [3] thereby signifying that the 
built form must provide more surface area for heat losses 
and substantial inlets for passive cooling. 
 
Ti = To + HGSI / (Σ(AU) + 0.33 x V x ACH (4) 
 
where Ti - indoor temperature (°C); 
To - outdoor temperature (°C); 
HGSI - solar and occupancy heat gains (W); 
A - building element surface area (m2); 
U - thermal transmittance (W/m2K); 
V - building volume (m3) 
ACH - air exchanges per hour (ac/h) 
 
Radiation domes for Manila show that direct solar 
radiation will mostly come from overhead. Early-stage 
thermal simulations with just physiological heat and solar 
gains as inputs confirm that diffuse radiation will account 
for nearly half the heat gains. Physiological heat accounts 
for a third while direct solar radiation accounts for the 
remaining 16.67% [3]. This means that shaving off direct 
radiation by shading over openings will yield shallower 
benefits than by reducing opening areas where diffuse 
radiation can enter. 
 

 
Figure 15: Monthly average global horizontal illuminance levels 
for Manila in klx sourced from Meteonorm 7.0 
 

Scaling back on solar radiation gains with smaller 
fenestration areas may reflect poorly on daylight 

conditions – undesirable in a school where visual acuity 
is important. However, the substantial amounts of 
available daylight illustrated in Figure 2 would allow 
lower initial daylight factor targets than those based on 
a CIE sky as seen in Table 1. 
 

Table 4: Daylight factor equivalents for Manila [3] 
Space Illum. (lx) CIE Skya % Manilab % 

Auditorium 100 1.00 0.05 

Classroom 300 2.50 1.50 

Office 500 4.19 2.50 

 

aBased on overcast CIE sky (11,921 lux) 

bBased on average at 08:00 of Figure 2 (20,000 lux) 
 

3. REVIEW OF BUILT PRECEDENTS 
The theoretical framework established the need to 
design surfaces that support heat loss, fenestrations that 
protect against diffuse solar radiation while 
accommodating daylight, and substantial inlets for 
passive cooling. Two typologies with differing 
approaches to the needs above were examined. 
 
3.1 Historical precedent: the Gabaldon Schoolhouse 
The Gabaldon Schoolhouses are precedents built from 
1911 to 1916 based on prototypes by William Parsons. 
These were praised by the American Governor General 
for openness, high wind exposure, and lightweight 
construction in response to the climate [8]. 
 

 
Figure 16: Typical floorplan and elevation of a Gabaldon 
Schoolhouse based on surviving drawings 
 

The typical Gabaldon, seen above in Figure 3, is a one-
storey structure on stilts designed to experience surface 
heat loss through wind exposure on its tongue-in-groove 
slatted floor in addition to its walls and roof. The wind 
exposure increases the rate of heat loss by reducing the 
thermal resistance of external building elements [9]. In 
addition, all four classrooms have 2 to 3 fenestrated walls 
and emphasise opportunities for natural ventilation in its 
simple linear plan. 
While the window-to-wall ratios (WWR) are substantial 
and typically range from 52% to 70%, the sashes are 
translucent rather than transparent thereby reducing 
transmitted solar radiation and daylight. These sashes, 
shown in Figure 4, are a traditional building element 
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constructed by trimming windowpane oyster (Placuna 
placenta) shells into squares and inlaying these within a 
timber lattice grid. Rather than reduce the number and 
area of windows to counteract diffuse radiation, the 
vernacular solution is to maximise wall areas occupied by 
operable windows but use a translucent glazing material 
to cut back on transmitted radiation. 
 

 
Figure 17: Elevation and section of typical capiz window found 
in Gabaldon Schoolhouses 

 
3.2 Current paradigm: the government standard 
In contrast to the lightweight construction and high 
wind-exposure of the Gabaldon Schoolhouses, 
contemporary facilities built to DepEd specifications are 
often dense, multi-storey, and exclusively built with 
concrete save for the steel roof structure [5]. 
 

 
 
Figure 18: Plan of observed classroom and position in section of 
Rizal High School: Science Building, a typical DepEd structure 
 

The indoor temperature and relative humidity of the 
classroom depicted above in Figure 5 was observed for a 
week from the 2nd to 8th of August. The datalogging 
results illustrated in Figure 6 show internal temperatures 
cooler than the outdoor conditions during the warmest 
hours around noon from the 2nd to 6th of August. During 
the weekend of the 7th and 8th, the internal temperature 
drops from 31°C and plateaus at 29°C, in direct contrast 
to the fluctuations of the exterior. 

 
Figure 19: Interior Temperature, Exterior Temperature, and 
Interior Relative Humidity of a typical classroom measured from 
01 August to 08 August 
 
The cooler interior temperatures relative to the exterior 
conditions at noon in Figure 6 is an effect of the east-west 
orientation reducing direct solar radiation entering the 
room. However, this orientation allows the preheating of 
the interior before occupant ingress at 7:00. 
Spot measurements performed from 13:16 to 14:20 on 
every floor on 15 August also revealed poor daylight 
performance due to the orientation. The recorded 
illuminance at the centres of the classrooms range from 
80 to 323 lux despite the exterior corridor recording 
illuminance from 287 to 97550 lux [3]. 
Figure 6 also shows the heavyweight material smoothing 
the temperature fluctuations and delaying the effects of 
the warm exterior conditions on the interior. Thermal 
mass is especially apparent in the contrast of rising 
exterior temperatures and falling interior temperatures 
from 8:00 to 16:00 of 7 August. This behaviour is 
corroborated by the 2K difference between surface 
temperatures and air temperatures recorded in the spot 
measurements on 15 August [3]. 
 
4. VALIDATION THROUGH SIMULATION 
The Gabaldon review raised the possibility of using the 
floor as an additional surface for heat loss through wind 
exposure and a vernacular solution to diffuse radiation 
protection while providing as many inlets for natural 
ventilation. The DepEd case study revealed the utility of 
heavyweight thermal mass while emphasising undesired 
preheating and poor daylight performance due to wrong 
orientation. Simple reinterpretations of beneficial 
approaches were tested on a reference. 
 

4.1 Definition of reference case 
While past studies on class density and learning quality 
recommend ideal quantities, the range of 20-25 children 
per class is stated as the point beyond which the impact 
of density on learning diminishes [6]. To account for 
Manila’s classroom shortage and socioeconomic context, 
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the occupancy is set at 30, a 20% increase from the 25-
student threshold. 
 

 
Figure 20: Isometric line diagram of reference case showing 
interior dimensions and 2.0m overhang to simulate corridor 

 
Figure 7 is the resulting reference volume for study after 
drawing furniture and clearances for 30 students. It is 
15% larger than the DepEd standard and deeper along 
the window axis in anticipation of substantial available 
ambient illuminance. 
 

4.2 Solar control: fenestrations for daylight 
Manila’s east-west prevailing winds conflict with the 
north-south orientation for solar control. The solar path 
is prioritised as wind does not necessarily follow 
prevailing directions. 
 

 
Figure 21: Daylight and Radiation simulation results for 
window-to-wall ratios of 40% at North and 30% at South 

 

 

Figure 22: Daylight and Radiation simulation results for 
window-to-wall ratios of 30% at North and 40% at South 

The translucent fenestrations of the Gabaldon are 
reinterpreted as a smaller WWR, with the 1.50% daylight 
factor for 300 lux in Table 1 of Section 2 as a target for 
the room centre. The windows are defined with a 2.4m 
high soffit to maximise daylight penetration depth with a 
0.6m clearance above the soffit to anticipate structural 
members. 
Figures 8 and 9 are the performance of the volume with 
the smallest window-to-wall ratios that achieve the 
target daylight factor at the room centre. 
In both cases, the ratio of average daylight factors 
between the brightest third and the darker middle third 
is 3.3 [3] – a figure close to the recommended ratio of 3 
[10]. While the ratio between the second brightest third 
and darker middle third is 2.1 [3], this bodes well for 
avoiding a flat distribution of daylight. 
The Useful Daylight Illumination metric was modified to 
range from 300 – 2000 lux then simulated.  The results 
show that the middle portion will be within the desired 
range of illuminance for 80 to 90% of time occupied while 
the sides will require shading to avoid visual discomfort. 
Figure 8 shows that an unprotected south-facing window 
will experience upwards of 750 kWh/m2 of radiation 
cumulatively in a year. Figure 9 shows that despite a 2.0m 
deep overhang, lower portions of south-facing windows 
will experience up to 525 kWh/m2 of radiation 
cumulatively in year. These results emphasise why 
minimising window area as the first level of solar 
protection is essential in the Philippine context. 
 

4.3 Solar control: shade depth 
Under the pretence of an optimal shading depth 
balancing a reduction of cooling loads and good daylight 
performance, shade-benefit calculations using the 
Ladybug Tools implementation of the SHADERADE 
method [11] were performed. 
 

 
Figure 23: Shade benefit in KWh/m2 for every additional 
100mm depth of shading over windows 

 
Figure 10 is a map of points representing cooling load 
reduction as a function of shading depth that is 
generated by the correlation of required cooling loads 
with back-traced sun vectors from grid points on the 
window and their corresponding transmitted direct solar 
radiation values. 
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The results show that North-facing windows won’t 
require a substantial overhang. Recessing the window by 
0.1m will reduce cooling loads by 12kWh/m2. In the 
Southern case, the mapping gives a range of 0.2m to 
1.0m for shading with corresponding shade benefits. 

 
Figure 24: Annual cumulative Kelvin above comfort per shade 
depth 
 

Figure 11 is an annual summary of total degrees K that 
each case is above the comfort band and by how much 
each case improves upon the last. A 0.8m depth shows 
the most dramatic reduction in relation to other depths 
and was implemented. The 0.1m and 0.8m depths are 
optimisations on the conventionally traced 0.3m and 
1.53m depths for the June and December solstices 
respectively [3]. 
 
4.4 Passive cooling: ventilation 
The effects of natural ventilation depending on 
availability were simulated using a fixed air change rate 
of 4.67 - derived from the fresh air requirement of 
30m3/person/hour. 
 

 
Figure 25: Effect of ventilation availability on operative 
temperature 
 

The three cases tested are “No Ventilation” as a control, 
“Occupancy Hours Only Ventilation” that approximates 
closing windows during unoccupied hours for security, 
and “24-Hour Ventilation.” The results of “24-Hour 
Ventilation” express the benefits of passively cooling the 
interior at night. Without solar and interior gains, cooling 
is maximised and the severity of tip-over into discomfort 
at mid-day is reduced. The “24-Hour Ventilation” case 
also demonstrated 68% in contrast to the 22% of 
“Occupancy Hours Only Ventilation” [3]. This result 

states a need to provide ventilation openings separate 
from windows for daylight. 
 

4.5 Choosing an appropriate material 
The effects of timber and concrete construction on the 
thermal environment was simulated in EnergyPlus to 
determine the merits of the lightweight Gabaldon and 
the heavyweight DepEd standard. 
 

 
Figure 26: Interior surface temperatures of timber vs. concrete; 
both with 800mm overhang at Southern exterior 

 
As EnergyPlus gives temperatures at the volume centroid, 
the difference between exterior air and interior surface 
temperatures was focused on.  
The results show a 4-hour delay and 3K difference 
between the peaks of the interior surface temperature of 
concrete and the exterior air temperature. This contrasts 
with the near-synchronous rise and fall, 4K difference, 
and higher peak and valley deltas of timber construction. 
Since both behaviours have merit, both materials may be 
expressed in different contexts. That is, to use 
lightweight construction when the adjacent exterior 
condition is supported by a microclimate and to use 
heavyweight construction when the adjacent exterior is 
less malleable. 
 
5. CLASSROOM DESIGN PROPOSAL 
The proposal illustrated in Figures 14 and 15 applies 
preceding learnings on the reference volume. 

  .  
Figure 27: Elevations of classroom design proposal 
 

The WWR of 30% and 40% reduce diffuse radiation while 
admitting enough daylight. 
Louvred timber walls on corridor-facing sides allow 
passive ventilation and coupling with a designed 
microclimate. 

0

200

400

600

800

1000

0

1000

2000

3000

4000

Bare 0.4m 0.8m 1.0m 1.2m

D
elta K

K
 a

b
o

ve
 c

o
m

fo
rt

K above comfort Delta K



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

126 

Shaded concrete walls on exterior-facing sides are 
protected from direct solar radiation and delay effects of 
uncontrollable exterior conditions. 
A ribbed floor-slab reinterprets the vernacular use of a 
raised floor as a heat loss surface and creates additional 
inlets for ventilation without security drawbacks. 
A louvred roof air cavity over a concrete slab both 
protects the first floor from solar radiation conducted 
through the ceiling and delays the effect of heat gains. 
 

 
Figure 28: Daylight Factor simulation overlaid on section 
perspective of proposal 
 

 
Figure 29: %Time daylight is between 300 - 2000 lux for ground 
and first floor of proposal 
 

The daylight factor simulations in Figure 15 have a slightly 
steeper curvature than the data in Section 4, indicating 
lower daylight factors at the centre of the room. This is 
not necessarily a loss, as simulations in Figure 16 show a 
higher percentage time within the desired lux range and 
a shallower problem area at the Southern façade than 
the results in Section 4. 
 

 
Figure 30: Excerpt of thermal simulations for final classroom 
design proposal representative of average days 
Thermal simulation results in Figure 17, corroborate 
Section 4 and show the impact of ventilation and wind-
exposure in bringing operative temperatures to 
comfortable levels. Materiality plays a role in the slower 
rise and fall of temperatures by delaying radiation 
through conduction. 
By combining these effects with smaller apertures on 
shading devices on both exterior faces, the indoor 
operative temperatures can, at times, become lower 
than the exterior temperature as seen in the 0.5-1K 
cooler temperatures from 12:00 to 16:00 in the ground 
floor simulation results for 13 and 14 August. Simulated 
over a year, this results in 82% and 76% [3] of occupied 
hours being in comfort for the ground floor and first floor, 
respectively. 
  
6. CONCLUSION AND RECOMMENDATION 
Thermal performance is improved by reducing WWR, 
separating daylight openings from ventilation inlets, and 
selectively using thermal mass. Daylighting is balanced 
with thermal performance by optimising shading depths. 
The preceding research framework for new-build 
classrooms can be applied to refurbishment cases to 
further alleviate Manila’s classroom shortage. 
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ABSTRACT: With the aim of reducing carbon emissions and increasing hygrothermal comfort, buildings across the UK 
are undergoing energy retrofits. With historic buildings, it is important that retrofit actions have a limited negative 
impact on the building’s fabric and cultural significance. Work to date in the UK has focused on the retrofit of historic 
solid masonry construction, with little research into the retrofit of historic timber-framed buildings. Changes to these 
buildings must be managed through the use of established conservation principles. However, where infill panels are 
beyond repair or have previously been substituted with inappropriate materials, there exists the potential to retrofit a 
material with a higher thermal performance. Nonetheless, it must be ensured that this retrofit does not create 
interstitial hygrothermal conditions that could threaten the survival of surrounding historic fabric. In this paper the 
authors present the hygrothermal simulation and physical monitoring of three different potential replacement infill 
panels. Results from Glaser calculations, WUFI® Pro and WUFI® 2D are compared to measured results of physical test 
panels mounted between two climate-controlled chambers. Whilst all three prediction methods successfully identified 
interstitial condensation where it was measured to occur, major discrepancies existed both between simulated and 
measured results, and between different simulation methods.     
KEYWORDS: Timber-Framed, Hygrothermal simulation, Hygrothermal monitoring, Interstitial condensation, Retrofit 

 
 

1. INTRODUCTION  
As we seek to improve the energy efficiency of our built 
heritage it is important that care is taken to minimise 
negative impacts and avoid damage to the building’s 
significance, character and fabric [1]. A key consideration 
is the influence of thermal insulation on the 
hygrothermal performance of the external envelope, 
where increases in moisture content arising from 
interstitial condensation could adversely affect the pre-
existing historic materials. Research in the UK has so far 
focused on the impact of insulation on solid masonry 
construction [2-4] with little investigation into the 
retrofit of the 68,000 historic timber-framed buildings 
which form an important part of Britain’s cultural identity.  
 
2. RETROFITTING HISTORIC TIMBER-FRAMED 
BUILDINGS IN THE UK 
Historic timber-framed buildings in the UK consist of a 
structural timber frame with a solid infill. This is 
traditionally wattle-and-daub, a framework of thin 
timber members (wattlework) covered by an earthen 
render (daub). Other historic infills include lath and 
plaster and brick nogging [5]. Whist some of these 
buildings are over clad with tiles, weatherboarding or 
continuous plaster, in many cases the timber frame is 
exposed both internally and externally (Fig.1&2).  
 

  
Figure 1: Externally exposed 
frame. (Whitman, 2015) 

Figure 2: Internally exposed 
frame. Whitman, 2015) 

 
When retrofitting these buildings, in order to retain the 
aesthetics and character of the building, the exposed 
framing often precludes the use of internal or external 
wall insulation. This leads to problems created by the 
thermal bridging of the frame, potentially focusing 
interstitial condensation at the junction between the 
infill panel and the timber-frame. In addition, achieving a 
seal at this junction is often problematic, leading to 
issues with moisture ingress and poor airtightness.  
Work to any historic building in the UK should follow a 
set of ethical principles as set out by each of the four 
national governmental bodies related to heritage, 
Historic England [6], Cadw [7], Historic Environment 
Scotland [8] and the Northern Ireland Department for 
Communities, Historic Environment Division [9]. In 
general, it is expected that where possible, every effort 
will be made to retain existing historic fabric, and where 
replacement is required that this normally takes place on 
a “like-for-like” basis [ibid]. It is, however accepted that 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

129 

this is not always possible or the best option. For example, 
where historic infill is beyond repair, has been replaced 
with inappropriate modern materials, or its removal is 
required to facilitate the repair of adjacent timbers, 
there exists the opportunity to retrofit an infill material 
with a higher thermal resistance [10]. Due to the need to 
maintain the vapour permeability of the panel, potential 
alternative infill materials include wood fibre, expanded 
cork, sheep’s wool and hemp-lime. For this experiment 
the performance of traditional wattle-and-daub, 
expanded cork and a detail using wood fibre and wood 
wool as suggested by Historic England [11] were 
compared (Fig.3). 
 

 
 
Figure 3. Detailed sections of three panel infill build-ups 
showing monitoring positions 
 

3. METHODOLOGY  
In order to physically measure the hygrothermal 
performance of these three details, three test infill 
panels 820mm x 820mm x 100mm (L x W x D) were 
constructed within oak frames constructed from 
reclaimed oak. The dimensions of the panels were 
dictated by the test facility, however a review of a 
representative sample of 100 surviving UK timber-
framed buildings was undertaken to establish the 
average infill panel size for comparison (Fig.4). 
 

Figure 4. Dimensions of 100 representative sample infill panels. 
Square Framed (SF), Close Studded (CS), Ornamental (Orn). 
 

This indicates that 53% were “square framed”, 46% 
“close studded” (tall rectangular panels) and 1% 
“ornamental”. The average dimensions of the square 
framed panels were 785mm x 950mm with a standard 

deviation of ±260mm. As such, the test panels can be said 
to be typical in size.  
The use of reclaimed oak was chosen for the frames 
following dynamic vapour sorption (DVS) testing of three 
oak samples felled during the 17th, 19th and 21st centuries. 
The results, measuring the vapour sorption profiles for 
each sample, showed that the older the timber the less 
moisture it absorbs (Fig.5). 
 

 
 
Figure 5. Sorption profiles for 3 samples of oak felled in different 
centuries.  
 

 Experimental testing took place at the University of 
Bath’s Building Research Park using their Large 
Environmental Chambers. The three panels were 
mounted as part of a dividing wall between the two 
climate-controlled chambers (Figs.6&7). 
 

  
Figure 6. Panels in climate chamber. 
View from “internal” chamber. 

Figure 7. Dual 
climate chamber 

 

Temperature (°C) and moisture content (%) were 
monitored in four positions within each panel, one in the 
centre of the panel at a depth of 50mm and three in the 
centre of the lower timber frame at a depth of 10mm, 
50mm and 90mm (Fig.3). The temperature was 
measured using type-T thermocouples (range -75°C to 
+250°C, accuracy ±0.5°C) connected to a Campbell 
Scientific CR1000 data logger. The moisture content was 
measured using electrical resistance. For each 
monitoring position, copper wires were attached to two 
stainless steel screws, inserted in the oak frame, placed 
20mm apart, parallel to the wood grain. The copper wires 
were connected back to a Campbell Scientific CR1000 
data logger measuring resistance, wired and 
programmed according to advice provided by Historic 
England [12], originally developed by Dr Paul Baker of 
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Glasgow Caledonian University. This method was 
selected due to the potential for continuous 
measurements and the small size of the wire/screw 
arrangement, thereby limiting the influence of the sensor 
on the wall’s performance. The wiring for both electrical 
resistance and temperature measurements was also 
routed to minimise the creation of any direct paths for 
hygrothermal movement.  
In addition, the dry-bulb air temperature (°C) and relative 
humidity (%) of each climate chamber were monitored 
with Campbell Scientific CS215 RHT probes (range- 0 to 
100% RH, -40°C to +70°C, accuracy ±2% RH, ±0.4°C). 
Concurrently, in situ U-value measurements were 
undertaken in accordance with BS ISO 9869-1 [13]. These 
measurements were taken in two monitoring positions 
per panel, one close to the centre (offset from the 
interstitial monitoring position to avoid interference) and 
100mm from a corner to assess the edge effect from the 
timber frame. Measurements were made using 
Hukseflux HFP01 heat flux plates and type-T 
thermocouples connected to a Campbell Scientific 
CR1000 data logger with readings taken at 5-minute 
intervals. 
To determine the set temperature and relative humidity 
of the test chamber, Glaser calculations were undertaken 
in accordance with BS EN ISO 13788:2012 [14]. These 
calculations plot the vapour pressure against the 
saturation vapour pressure, across the thickness of the 
panel build-up under steady-state conditions and 
constant heat transfer. Where the vapour pressure 
touches or crosses the saturation vapour pressure, 
interstitial condensation is deemed to occur. The results 
of these calculations showed that with internal 
conditions of 21°C/70% RH and external of 5°C/80% RH, 
interstitial condensation would occur within the wood 
fibre panel, and the wattle-and-daub would see an 
increase in moisture towards its inner face. Conditions 
would have to be increased to 90% RH, internally and 
externally, to produce any increase in moisture content 
within the cork panel. Although subsequently modified, 
at the time of testing prolonged operation of the climate 
chamber at 90% RH was not possible due to technical 
constraints. Therefore, the set points of 21°C/70% RH for 
the internal chamber and 5°C/80% RH for the external 
chamber were used for the experiment. 
Following 3 weeks of monitoring, the datasets were 
downloaded and analysed. The measured hygrothermal 
conditions within the two climate chambers were then 
used to simulate the interstitial hygrothermal 
performance of the panels using WUFI® Pro 5.3 (one 
dimensional hygrothermal movement) and WUFI® 2D 
(two dimensional). All material data used in the 
simulations was taken from the Fraunhofer materials 
database provided with the software. There is therefore 
a degree of error with the use of this material data, as it 
is data measured on German materials which may differ 

from the UK materials used in the construction of the test 
panels. This constraint is however unavoidable due to the 
lack of adequate data for UK building materials, 
especially those in historic buildings. 
 

3. RESULTS 
3.1 Thermal Performance 

Table 1: Measured and calculated U-values 

Panel type Centre 
(W/m2K) 

Corner 
(W/m2K) 

Calculated 
(W/m2K) 

Wattle-and-
daub 

2.72 2.10 2.85 

Cork 0.49 0.47 0.45 
Wood fibre 0.59 0.60 0.63 

 

The results of the in situ U-value monitoring are 
presented in Table 1 along with the values calculated 
according to BS EN ISO 6946:2007 [15]. A positive edge 
effect is seen for the wattle-and-daub due to the thermal 
conductivity of the oak frame being lower than the panel. 
A negative edge effect is seen for the wood fibre as the 
infill has a lower thermal conductivity than the frame. 
The positive edge effect for the cork was not expected, 
however thermography showed this was due to a 
horizontal central joint in the cork panel reducing the 
thermal performance at the central measuring location. 
Overall the cork had the best thermal performance. 
 

3.2 Interstitial Moisture Content 
The results of the Glaser calculation, the WUFI® Pro 5.3 
and WUFI® 2D simulations and the interstitial moisture 
content measured in the test panels were compared and 
are presented in Table 2.  
   

Table 2: Moisture content as measured and simulated. Increase 
(↑), slight increase (↗), decrease (↓), slight decrease (↘) and 
steady (→). Key findings highlighted in red. 

In
fi

ll 

Lo
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.3
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U
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®
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D

 3
.3

 

M
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re

d
 

A
gr

ee
m

en
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Wattle 
and 
Daub 

Ext. → ↓ ↓ ↑  

Cen. → ↗ ↗ → ✓ 

Int. ↑ ↑ ↑ ↗ ✓ 

Cork Ext. → ↗ ↓ ↑  

Cen. → → → → ✓ 

Int. → ↘ ↑ →  

Wood 
fibre 

Ext. → ↗ ↓ ↑  

Cen. ↑ ↑ ↑ ↑ ✓ 

Int. → ↓ ↑ ↓  

 

Table 2 indicates if the moisture content increased, 
decreased or remained steady throughout the duration 
of the test/simulation period for each of the prediction 
methods, compared to the measured results. The final 
column of the table indicates if there was found to be 
agreement between the simulated and measured results 
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for each monitoring location. The results demonstrate 
that there was agreement between simulations and 
measurements for four of the nine monitoring positions 
(44%). Most importantly, the measured rise in moisture 
content in the centre of the wood fibre panel, arising 
from interstitial condensation, was successfully 
identified by all three prediction techniques. However 
these failed to foresee the measured rise in moisture 
content in each of three external lime renders. Equally 
there can be seen to be contradictions between results 
generated by the two versions of WUFI®. Further 
research is required to investigate the reason for these 
discrepancies. 

None of the simulation techniques nor the measured 
data showed any suggestion of interstitial condensation 
within the cork infill panel. Coupled with the superior 
thermal performance of this detail, these results would 
suggest that this potentially could be a good retrofit 
solution. 

  
4. CONCLUSION 
The results show that for steady state conditions the 
simulations successfully anticipated interstitial 
condensation where it occurred, however increases in 
moisture content towards the external face of all three 
panels were not predicted.  

Overall the cork infill detail performed the best, with the 
greatest thermal performance and no interstitial 
condensation being identified. It should however be 
noted that these results are all for forced steady-state 
conditions that are unlikely to exist in real life. Dynamic 
cyclic testing on the same panels has since been 
undertaken and funding for a longer term monitoring 
programme with real climatic conditions is currently 
being sought.   

 
ACKNOWLEDGEMENTS 

The work presented in this paper has been made possible 
by the Association for Preservation Technology’s Martin 
Weaver Scholarship, in addition to the help of Royston 
Davies Conservation Builders and Ty Mawr Lime Ltd.  

 
REFERENCES  
Historic England. (2012). Energy Efficiency and Historic 
Buildings: Application of Part L to historic and traditionally 
constructed buildings (Revised 2012). p.4.  
Gandhi, K. Jiang, S. & Tweed, C (2012). Field Testing of Existing 
Stone Wall in North Wales Climate. SusRef: Sustainable 
Refurbishment of Building Facades and External Walls. Cardiff 
University. 
Rye, C., Scott, C. & Hubbard, D. (2012). The SPAB Research 
Report 1. U-Value Report. Revision 2 ed.: Society for the 
Protection of Ancient Buildings. 
Baker, P. (2015). Hygrothermal Modelling of Ditherington Flax 
Mill. Research Report Series. Historic England. 
Harris, R. (2010). Discovering Timber-Framed Buildings, Oxford, 
UK, Shire Publications. p.20 
Historic England (2008). Conservation Principles: Policies and 
Guidance for the Sustainable Management of the Historic 
Environment. Historic England. p.52 

Cadw (2011). Conservation Principles for the Sustainable 
Management of the Historic Environment in Wales. Cadw. p.24 
Historic Environment Scotland (2016). Historic Environment 
Scotland Policy Statement. Historic Environment Scotland. p.9 
Historic Environment Division (2017). Historic Environment 
Fund Repair Stream. Northern Ireland Department for 
Communities. p.15 
Ogley, P. (2010). Insulating timber-framed walls, London, 
English Heritage. 
McCaig, I. & Ridout, B. (2012). English Heritage practical 
building conservation- Timber, London; Farnham, Surrey; 
Burlington, VT, English Heritage; Ashgate. 
McCaig, I. (2016). RE: CR1000 Data logger programme. 
Personal email to Whitman, C. 
British Standards Institution (2014). BS ISO 9869-1:2014 
Thermal insulation- Building elements- in situ measurement of 
thermal resistance and thermal transmittance Part 1: Heat flow 
meter method. London: BSI. 
British Standards Institution (2012). BS EN ISO 13788:2012 
Hygrothermal performance of building components and 
building elements - Internal surface temperature to avoid 
critical surface humidity and interstitial condensation - 
Calculation methods. London: BSI. 
British Standards Institution (2007). BS EN ISO 6946:2007 
Building components and building elements — Thermal 
resistance and thermal transmittance —Calculation method. 
London: BSI. 
 

 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

132 

Embodied Carbon Benefits of Reusing Structural Components in 
the Built Environment:  

A Medium-rise Office Building Case Study  
 

CATHERINE DE WOLF1, JAN BRÜTTING1, CORENTIN FIVET1 

 
1Structural Xploration Lab, Swiss Federal Institute of Technology (EPFL), Lausanne 

 
ABSTRACT: This paper provides parametric estimates of embodied carbon reductions when structural components are 
reused in a typical office building. First, a lower bound of structural material quantities is estimated for a typical steel 
frame structure in a low-rise office building. The embodied carbon of this conventional design is then compared with 
values collected from a series of similar existing steel buildings (deQo database) as benchmark. Various scenarios 
regarding the impact of selective deconstruction, transportation, and cross-section oversizing are modelled and 
parameterized. The study eventually computes carbon savings over one life cycle of the building project. Results show 
that reuse remains beneficial for long transport and high oversizing. The discussion calls for more comprehensive studies 
and refined metrics for quantifying selective deconstruction. 
KEYWORDS: Embodied carbon, Reuse, Circular Economy, Office Building, Steel 

 
 

INTRODUCTION  
Embodied carbon and waste 
The Intergovernmental Panel on Climate Change recommends 
that the building sector becomes zero carbon by 2050 in order 
to meet the Paris Climate Agreement [0,0] and to avoid 
extreme climate catastrophes. The whole life greenhouse gas 
(GHG) emissions expressed in carbon dioxide equivalent (CO2e) 
and shortened as “carbon” in this paper, include both, 
operational and embodied carbon of buildings.  

Operational carbon relates to GHG emissions during the 
use phase of the building, which includes heating, cooling, 
ventilation, lighting, and equipment.  
Embodied carbon refers to GHG emissions during all 
other life cycle phases: material extraction, component 
production, transport, construction, maintenance, and 
demolition. 
Recent technical standards and political initiatives have 
successfully reduced the operational carbon of buildings. 
However, significant improvements are still required to lower 
the embodied carbon of new buildings.  
Besides, up to 50 % of material use in Europe is related to the 
built environment [0, 0], which generally constitutes the most 
resource intensive sector in many industrialized countries [0]. 
In addition, more than 30 % of the waste generated in Europe 
originates from the construction sector [0-0]. From these 
observations, it follows that the design and construction of 
buildings and infrastructures could be improved by making a 
more efficient use of materials. 
Load bearing systems, because of their high material mass and 
energy intensive production, are currently responsible for the 
biggest portion of embodied carbon emissions and waste 
production in buildings [0]. Structural engineers have therefore 
a responsibility to reduce the environmental impact of 
buildings.  
 

Circular economy and reuse 

A potential path to increased sustainability of building 
structures is the integration of circular economy principles in 
the structural design. Circular economy, a concept originally 
introduced by architect and economist Walter Stahel [0], 
advocates a closed loop flow of materials and components in 
order to extend their service life [0]. The European Commission 
considers that circular economy would boost competitiveness, 
innovation, local employment, business opportunities, and 
social integration and cohesion while protecting against 
shortage of resources, volatile prices, and air, soil and water 
pollution [0]. Circular economy involves five strategies: reduce, 
repair, reuse, recycle, and recover energy. Most sources, 
including the European Union [0], prioritize them in the same 
sequence, i.e. reduce must take precedence over repair, repair 
over reuse, reuse over recycling, and recycling over energy 
recovering. Although academic literature evolves to bring 
circular economy into the building sector, its application in 
building practice remains difficult due to a number of economic, 
cultural and technological reasons, the description of which is 
out of scope for this paper. In light of the urgent need to reduce 
material waste and embodied carbon in the construction sector, 
this project explores the opportunities of redefining materials 
value chains through circular economy.  
In particular, the reuse of structural elements is a promising 
strategy that is still scarcely studied. Contrary to recycling which 
requires energy to process material, e.g. to remelt steel, reuse 
extends the service life of components while limiting their 
physical transformation and changing their location and/or 
function. Reusable structural components may consequently 
have a longer service life than the systems to which they initially 
belong. Disassembled buildings become a mine for new 
constructions, and functional obsolescence is not a reason for 
waste production anymore. 
 

Problem statement 
The industry is currently lacking benchmarks to assess the 
beneficial impact of structural reuse. This paper therefore 
provides a first answer to the following question. How would 
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the reuse of structural components be beneficial for reducing 
the environmental impact of office buildings and to what 
extents? In particular how impactful are design parameters that 
typically arise when considering reuse strategies, e.g. material 
transportation, cross-section oversizing, and selective 
deconstruction? 
 

METHODOLOGY 
The load bearing system of a steel frame five-story high office 
building is used as a case study. This building typology is 
commonly found in urban areas where land pressures and 
therefore demolition and transformation rates are high. The 
chosen building typology also fits within the available 
benchmarks (see section 2.1) for medium-rise steel office 
buildings. First, buildings of similar construction type, i.e. steel 
constructions with four to six stories, are selected from an 
industry-collected database. The embodied carbon of those 
buildings is analysed and defines the benchmark. This 
benchmark is then used to relate the case study to the existing 
practice. Second, the design of the case study is analysed and 
serves as the baseline of minimally required material quantities 
and embodied carbon related to its conventional construction. 
Third, embodied savings due to the reuse of steel structural 
components in the studied design are assessed. For various 
assumptions of cross-section oversizing, the savings are 
parametrically studied as a function of the impact related to 
selective deconstruction and transportation.  
In total three scenarios are compared: 

Benchmark of existing buildings: the lower bound of the 
industry-collected office buildings; 
Baseline for a conventional office building: the new 
construction of a typical steel-framed office; 
Reuse design cases: parametric analyses of buildings 
reusing steel components from other, obsolete buildings. 
This original methodology can be used to explore and compare 
more complex reuse scenarios or other case studies. 
 

Benchmark of existing buildings 
Benchmarking embodied carbon in structural systems of 
buildings has been historically challenging due to uncertainty 
and unavailability of data and due to the difficult comparability 
of buildings as complex entities [0]. Leading structural 
engineering firms have developed in-house databases to start 
benchmarking their own projects [0-0]. The Waste & Resources 
Action Programme (WRAP) initiated the collection of whole 
building life cycle assessment (LCA) results from industry, but 
only the end results of embodied carbon calculations were 
collected, leading to a lack of transparency [0]. In comparison, 
the database of embodied Quantity outputs (deQo, available at 
http://deqo.mit.edu) collects both embodied carbon 
coefficients (ECCs) and structural material quantities (SMQs) in 
recent constructions, which offers a greater degree of 
transparency to the users [0]. The process starts by extracting 
mass and volume of used materials from the bill of quantities 
or from building information models (BIM), shared by global 
structural design firms [0,0]. The Carbon Leadership Forum 
used the deQo data and other industry-collected databases and 
case studies to create the first benchmarks for embodied 
carbon in buildings [0-0]. 

The ECCs (expressed in kgCO2e/kg) of the considered materials 
are then used to calculate the total embodied carbon of existing 
buildings, as shown in the following equation: 

Embodied Carbonbuilding = ∑∑ SMQi×ECCi

L

l=1

M

m=1

 

where:   

m is a particular material or component in the building m 
= 1, 2, 3,…, M; 
l is the number of replacements within the lifespan of the 
building for each material  
l = 1, 2, 3,…, L; 
SMQ are Structural Material Quantities (kg); 
ECC are the corresponding Embodied Carbon 
Coefficients (kgCO2e/kg) 
Results from this data collection are evaluated and presented 
in boxplots. Figure 1 summarizes structural material quantities 
for all stored buildings with four to six stories and with steel as 
the main structural material. The SMQs are normalized by gross 
floor area. The diagram is divided into buildings with small gross 
floor area (up to 10’000 m2) and big gross floor area (more than 
10’000 m2). The thick line inside the grey box of the boxplot 
reports the median value, whereas the boundary of the box 
indicates the inner quartiles. Whiskers represent the minimum 
and maximum values. 
Figure 2 similarly indicates the corresponding embodied carbon, 
normalized per gross floor area. What is considered in the 
material quantities and embodied carbon results shown in 
Figures 1 and 2 are the impacts related to the manufacturing 
and construction of the structural steel system, but also to slabs, 
connections, load-bearing walls included in the basement, a 
base plate, and foundations. 

 
Figure 1: Structural material quantities of 23 existing steel 
buildings with four to six stories. 

 
Figure 2: Embodied carbon of 23 existing steel structures with 
four to six stories. 

0

200

400

600

800

1000

1200

1400

1600

Small Area Big Area

Structural 
Material 

Quantities
(kg/m2)

0

200

400

600

800

1000

1200

Small Area Big Area

Embodied
Carbon

(kgCO2e/m2)

http://deqo.mit.edu/


PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

134 

To be comparable with the case study building introduced in 
the next sub-section, this subset of all deQo projects results 
from a query of similar structural systems, materials, and 
number of floors. From the hundreds of buildings in deQo, 23 
entries currently correspond to the criteria aligned with these 
constraints. 
 

Baseline building 
To evaluate the environmental benefits of reusing structural 
components, the main structure of a baseline building is 
designed as a case study. The building is composed of a steel 
frame with steel columns and a grid of primary and secondary 
steel beams supporting prefabricated concrete slab elements. 
The conventional construction of this structural system is 
compared parametrically with scenarios where steel elements 
are reused from one or more dismantled buildings (see next 
subsection). The baseline building has a width of 32 m, a length 
of 60 m and a height of 17.5 m. The building has five stories, a 
story height of 3.50 m, ten bays in the length direction with a 
column spacing of 6.00 m, and four bays in the width direction 
with a column spacing of 8.00 m. A schematic view of the 
structural skeleton is shown on Figure 3. 

 
Figure 3: Schematic view of the case study structural system. 

Dead load of the slab elements as well as a superimposed dead 
load of 2.0 kN/m2 and a (conservative) life load of 5.0 kN/m2 are 
considered. These assumptions are used to size the baseline 
structure from standard I-sections at ultimate limit state 
including standard safety factors. The general strategy for sizing 
is to utilize cross section capacities in the best way possible.  
A life cycle assessment is performed to quantify the 
corresponding embodied carbon of the main structural 
elements. For the purpose of this study, an ECC for the 
production of new steel, including a typical recycled content, 
equal to 1.10 kgCO2e/kg and an ECC of reinforced concrete equal 
to 0.15 kgCO2e/kg are used. These values are averages derived 
from the Inventory of Carbon and Energy [0], GaBi [24], Athena 
[25], and EcoInvent [26], evaluated in [0]. In addition to 
production, impacts related to the transport of elements over 
110 km to the building site are considered. The transport 
emissions of 0.36 kgCO2e/(t∙km) are obtained from [27] for 
typical road freights. The overall embodied carbon for a 
conventional construction of the baseline building (including 
the new production of steel elements) is 140 kgCO2e/m2 of which 
39 kgCO2e/m2 are due to the steel elements, while 72 kgCO2e/m2 
are caused by the slabs and base plate. The embodied carbon 
of the foundations, here assumed as 22.5 kgCO2e/m2, varies 
however greatly in practice depending on soil properties [0]. 
 

Reuse design cases 
On the one hand, reuse avoids sourcing raw materials and 
requires little energy for reprocessing. On the other hand, reuse 
requires energy during the selective deconstruction of obsolete 

buildings as well as for transport, refurbishment and storage. In 
the studies of this paper, we only consider the reuse of load-
bearing components. 
To design a structure based on an available stock of reclaimed 
elements means that a-priori given geometric and mechanical 
properties of components might lead to a non-optimal capacity 
utilization of available elements that counteracts the potential 
savings through reuse [0-0]. Reused structural elements are 
ultimately oversized. Few quantifications of finally achieved 
benefits exist. Through a parametric case study, this research 
evaluates how much embodied carbon can be saved through 
the reuse of structural elements compared to a conventional 
construction. 
 

Embodied carbon comparison 
The embodied carbon of the conventional baseline structure is 
compared to the case where the same structure is made from 
reused steel elements. A parametric study analyses the 
sensitivity of environmental savings through reuse for two key 
parameters: selective deconstruction and transport related 
carbon emissions. 
The total building material quantities of the case study building 
include the steel frame, the reinforced concrete slab elements, 
a base plate, elevation cores and foundations. The material 
quantities and embodied carbon associated with all non-steel 
elements are kept constant in the parametric study and are 
equal for both conventional baseline and reuse scenarios. The 
parametric study only focuses on the reuse of the structural 
steel elements. The quantities of all concrete elements are here 
included in order to allow a comparison of the baseline and 
reuse design cases to the buildings extracted from the deQo 
database. Connections, bracing systems, and secondary 
structure were not considered in this preliminary design, such 
that the resulting material quantities and embodied carbon will 
be on the lower bound of the case studies reported in deQo.  
Figure 4 summarizes the steps considered for the LCA of the 
different reuse scenarios. It is assumed that the steel elements 
are reclaimed from obsolete buildings through selective 
deconstruction. This process includes the opening of 
connections as well as the hoisting of elements with a crane. A 
corresponding impact of 0.267 kgCO2e/kg is reported in [0], 
which is based on a review of data provided by Athena in [30]. 
In the parametric study, this value is varied between 
0.0 kgCO2e/kg and 1.0 kgCO2e/kg to account for the uncertainty of 
this data. 
The transport distances are the second parameter analysed in 
the parametric study. Transport distances between 0 and 
500 km from the deconstruction site over the fabrication site to 
the building site are considered. 
The last parameter that is analysed is the cross-section 
oversizing of the structural steel elements. Indeed, when 
structural elements from an obsolete building are reused in a 
new configuration, not all elements can be used at a utilization 
level as high as in the original configuration. Among other 
reasons, this is due to the unavailability of desired cross 
sections [0]. It is therefore assumed that material quantities in 
reuse scenarios are ‘oversized’ compared to the conventional 
case where cross sections are selected with optimal size. The 
extra steel mass is parametrically varied between additional 0 
to 50 % of the material quantities used in the baseline building. 
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Figure 4: Diagram representing the impacts of reuse 

RESULTS 
Influence of transport 
Figure 5 illustrates the influence of transportation distances on 
the embodied carbon of the reuse design cases. The considered 
oversizing of steel element mass is expressed in 10 % steps by 
the corresponding grey lines. In addition, Figure 5 shows the 
lower bound benchmark, i.e. the first quartile (Q1) of collected 
low area steel buildings (section 3) as well as the embodied 
carbon of the conventional baseline building. It is visible that 
even with 50 % oversized steel element sections and a 
transport distance of 500 km, the embodied carbon of the 
reuse design case does not exceed that of the conventional load 
bearing system.  These results indicate that longer transport 
distances are acceptable in order to facilitate the supply of 
reclaimed steel elements. Only when considering transport 
distances over 2000 km and an oversize ratio of 25 % the 
embodied carbon of the reuse case would exceed that of the 
baseline case. 

 
Figure 5: Embodied carbon of benchmark lower bound, baseline 
and reuse design cases for varying transport distances and 
oversize percentages.  

 

Influence of selective deconstruction 
Figure 6 shows the influence of selective deconstruction related 
carbon emissions on the total embodied carbon of the load 
bearing system made from reused elements. Again, grey lines 
indicate the considered percentage of element oversizing. The 
reference ECC of 0.267 kgCO2e/kg for selective deconstruction 
obtained from [0] is also indicated. The results show that 
embodied carbon of reuse design cases only exceed the 

embodied carbon of the baseline building when elements are 
oversized and impacts of the selective deconstruction are 
unexpectedly high. As introduced before, the reference impact 
of new steel production is 1.1 kgCO2e/kg.  

 
Figure 6: Embodied carbon of benchmarked lower bound, 
baseline and reuse design cases for varying selective 
deconstruction values and oversize percentages. 

In general, the obtained results show that when oversizing and 
emissions spent for transport and selective deconstruction are 
low, the benefits of structural reuse are significant. The 
potential savings in greenhouse gas emissions through reuse 
relatively to the baseline conventional building can be up to 
20 % when considering the reference impacts for selective 
deconstruction, a transport distance of 300 km and only 25 % 
oversizing.  
 

DISCUSSION AND CONCLUSION 
This paper presents the study of a structural system for 
an office building realised with new steel elements and 
with reused structural elements. The embodied impact 
of the building is computed parametrically and compared 
to data collected industry-wide.  
Results show that for this case study embodied carbon savings 
of 20 % can be obtained by designing with reused structural 
elements. It should be noted that the parametric study is only 
applied to the steel structural skeleton. The foundation, core 
and slabs are kept at a constant amount of materials. It is 
assumed that the same concrete quality was used in all 
concrete elements and the same steel quality in all steel 
elements for simplicity of the modelling. In addition, impacts of 
new connections, bracing system and secondary structure are 
not taken into account. Further research should give separate 
coefficients for slabs, foundations, cores, connections, and 
bracing elements. However, as these values are kept constant 
in this case study, they do not influence the relative comparison 
of results. 
The embodied carbon savings would be even higher if the 
prefabricated concrete slabs could be equally reused. Indeed, 
the slabs contributed about half of the total embodied carbon 
in the baseline building. This confirms previous findings [0] that 
slabs are the structural elements with the highest 
environmental impacts in typical building structures.  

Results show that reuse remains beneficial even when 
transport distances, selective deconstruction related 
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impacts, and oversizing are relatively high. Only when 
selective deconstruction and oversizing are both much 
higher than expected, the impacts exceed those of a 
conventional new construction. Impacts due to selective 
deconstruction are currently computed as ratios of 
structural mass, it therefore depends on the oversizing. 
In practice, however, it may be assumed that selective 
deconstruction is much more related to the complexity 
of the disassembly process than the weight of the system. 
Future studies should therefore include ECCs for 
selective deconstruction that are not directly dependent 
on mass. 
In future research, different scenarios will also include 
the impacts calculated over multiple life spans, with the 
functional unit being one service life. Such scenarios 
would account for material degradation more precisely. 
The parametric study should also be extended to 
concrete elements and should address serviceability 
constraints. Further, an optimization of the utilization of 
available stock elements would allow the reduction of 
oversizing and allow an informed design processes. In 
this paper, refurbishment, storage, new connections, 
and remaining structural capacity are neglected. Future 
work can expand on including the impacts related to 
these aspects.  
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ABSTRACT: The built environment is facing environmental regulations more ambitious than ever before. In Europe, a 
law will lead all new buildings to the Nearly Zero-Energy performance level. However, even if a building does not have 
any energy consumption for its operation phase, it still has embodied impacts. To that end, Life-Cycle Assessment (LCA) 
methods have been developed and improved since the 1960s. However, LCAs are still not used as a standard practice 
among the architecture, engineering and construction industry. This study aims to discover the reasons for the low use 
of life-cycle performance approaches thanks to a web survey targeting practitioners, and to formulate key 
recommendations to improve their usability. This research reveals the low penetration rate of LCA software among 
building designers due to their limited efficiency within the design context. The main reasons for this situation are the 
cost of use, too heavy for the early design stage constraints, and the functionality, which is limited to the environmental 
assessment. Indeed, practitioners expect much more design support functionalities (multi-criteria approach, exploration 
mode, etc.). The survey findings aim to support the usability improvement of new LCA-based methods and the research 
and development of new tools at early design stages. 
KEYWORDS: Life-cycle performance assessment, Survey, Practitioners, Software, Europe 

 
 

INTRODUCTION 
The built environment is one of the major contributors to 
climate change. Since the 1970s and its energy crises, 
countries have set up regulations to decrease the 
operative energy consumption of buildings. Their 
performance targets have been strengthened over the 
years, and the next generation of regulations will lead to 
generalizing Nearly Zero-Energy Buildings (NZEB) in 2020 
within the European Union [1]. Still, the NZEB 
performance level will not be sufficient to reach the 
objectives in terms of climate change mitigation at the 
international level. Indeed, the building itself has 
embodied impacts that need to be considered when 
assessing its environmental performance. This is 
specifically the purpose of life-cycle assessments (LCA) 
that will be mandatory in future regulations (e.g. in 
France), and which are promoted by green building 
certification systems (e.g. LEED, BREEAM, HQE…). 
The LCA methodology has been continuously improved 
since the 1960s, leading to the development of several 
tools and software. However, LCA tools are still not 
widely used by engineers and architects in the building 
industry. Therefore, the aim of this study is to better 
understand the practitioners’ needs in terms of Life-Cycle 
Performance (LCP) design support methods. By using LCP, 
the authors would like to voluntarily embrace a wider 
range of practices that help designers integrate life-cycle 
targets into the design process, and not limit the scope 
of the study to the current LCA users in the sense of the 

ISO 14040 [2]. To that end, the present paper 
summarizes the first results of a survey on the current 
use of LCP tools and methods targeting architects, 
engineers, and real estate developers on the European 
scale. 
 
REVIEW OF PREVIOUS SURVEYS 
To the best knowledge of the authors, there are very few 
surveys targeting the usability of LCP tools so far. Some 
of the previous studies highlighted theoretical 
knowledge and practical experiences of the users about 
LCA [3–8]. From these previous works, it is already known 
that building LCA is time consuming, expensive, and 
problematic in the early design stages [8]. Also, the 
complexity of the method is identified as one of the main 
barriers for practitioners [6]. Finally, in North America, a 
contradiction has been noticed between a large 
awareness of building LCA and its low usage by 
practitioners, mainly due to a lack of market demand [4]. 
However, prior researches are limited when it comes to 
understanding the LCA practitioner context and 
requirements. In addition, none of them targeted the 
European geographical scope, as they were mainly 
focused on the US. 
 
METHODOLOGY 
According to Maguire [9], among several context-of-use 
methods (e.g. user observation, diary keeping, etc.), the 
survey of existing users is the one that best fits the aim 
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of our study. It allows us to collect quantitative data and 
to target a diverse and difficult-to-reach population at 
the European scale, whereas other approaches describe 
the context of use by direct observation, making them 
unsuitable considering the geographical scope of our 
study. Thus, an online questionnaire was set up thanks to 
the web-based instrument, Survey Monkey [10]. It was 
spread via emails to 33’000 European professionals from 
the Architecture, Engineering and Construction 
community through the author’s network and 
commercial mailing lists. The professional network 
LinkedIn was also used to share the survey among green 
building communities of practitioners using LCA tools, or 
interested by sustainable construction and green label 
discussions. The survey has been inspired by usability 
context analysis guidelines [11] and adapted to this study.  

 
Figure 1: Presentation of the Overall Survey. The parts 
interpreted in this paper are those within the dashed perimeters. 
The numbers in the rectangular grey boxes correspond to the 
number of participants that reached a particular point in the 
survey. 

The overall questionnaire included 40 questions that 
address two specific topics. The first one is the use and 
requirements of design practitioners regarding current 
LCA software. It is the purpose of this paper to explore 
and interpret the results related to this topic. The rest of 
the survey is concentrated on the context of use of LCA, 
in order to better understand the social environment in 
which the methodology is used. This part is the purpose 
of another journal article [12]. Figure 1 highlights the 
survey perimeter discussed in this paper, which 

represents 17 questions out of 40. The survey was 
answered by 495 participants, which is a high population 
compared to the previous studies [3–8] in which the 
average number of respondents was below 200. After 
cleaning the data, 414 of them matched the target 
population of the survey, i.e. working in geographical 
Europe, and practicing as engineers, architects or real 
estate developers. According to their answers, 
participants were directed differently to other questions, 
which explains why all questions do not have the same 
number of answers. Also, some participants quit the 
survey before the end, but their answers have still been 
taken into account. Around 400 participants answered 
specifically the questions addressed in this paper. For 
more details, each graph interpreting the answers to a 
specific question will specify its number of respondents. 
 
SURVEY FINDINGS 
The survey results have been interpreted across the 
following three subjects. 
 
About the practitioners in this survey  
The survey reaches its ambition in terms of geographical 
scope: the participants that answered are working in 26 
different countries within Europe. However, more than 
80% of them are located in the UK, France, Switzerland, 
Germany, Italy, Spain and the Netherlands - that is to say 
the Western part of Europe. This might be induced by 
two factors. First, the author’s network is more 
connected to this part of Europe. Second, participants’ 
feedback in open questions point out that in some 
countries, economic and social issues have priority over 
environmental questions. Regarding the profession, 82% 
of the participants are working as architects, 13% as 
practicing engineers, and 5% as real estate developers. 
This fits well with the goal of this survey to target the 
practitioners working at early design stages.  
Within the survey population, it is worth mentioning that 
most of the practitioners (60%) claimed that they often 
or very often consider LCP during the building design. 
Only 3.7% (i.e. 15 people) never consider it but agree that 
they will have to in the future. Looking at the seven 
countries that represent 80% of the answers, we noticed 
that the distribution of respondent interest to LCP per 
country was quite stable, varying from 72% in Spain to 
51% in Germany. The robustness of these results must be 
considered in light of the number of respondent per 
country, highlighted by the black line in Figure 2 (e.g. only 
4.3% of them were coming from Spain). Still, one can 
deduce that a large majority of the respondents are 
concerned by the life-cycle performance, which is now of 
major importance for practitioners. However, the 
question was very open on purpose, embracing every 
method that permits a consideration of the LCP. Then, if 
there is no doubt about the awareness of life-cycle 
performance, the practice behind this notion embraces a 
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large diversity of methods and tools (cf. section 4.2), and 
probably of LCP definitions. 

 
Figure 2: Life-cycle performance considerations, out of 408 
answers. Bars represent the respondents of each country that 
considers LCP, and the line represents the country distribution 
of 80% of the respondents. 

Practitioners and LCA software 
The participants mostly work in small architecture 
companies (<10 employees for 70% of the participants). 
If this ratio is very low, it is still higher than what is 
observed in a country like France, where 94% of the 
architecture offices have less than 10 employees [11]. 
This segmentation has a direct impact on the skills and 
tools that are able to handle designers. It has already 
been noticed in the UK, for instance, that the companies 
having more than 100 employees used Building 
Information Modelling on half of their projects while it 
represents only 17% of the projects for small companies 
with less than 10 people [13]. Following the same trend, 
Figure 3 illustrates the very low penetration rate of 
computer software dedicated to LCA among the 
professionals (27%).  
The same phenomenon is observed when looking deeper 
into the answers, with an equipment rate slightly higher 
in large companies than small ones. In addition, only 6% 
of the architects use a LCA software, compared to 42% of 
the engineers. As a comparison, the participants are 
more likely to use rules of thumb (33%) or guidelines 
(43%) for instance. 
 
 
 
 

 
Figure 3: Answers about the tools and methods used to assess 
life-cycle performance at the conceptual design stage, out of 
323 answers. 

The most popular approach is the use of technical and 
architectural references (61%). Indeed, according to 
Jusselme et al. [14], they are commonly used by 
designers to feed the iterative design process between 
problems and solutions. However, considering the still 
small corpus of reference buildings in terms of LCP, the 
complexity, and the context-dependant specificity of an 
LCP approach, one can wonder about the efficiency of 
such methods. The complexity of life-cycle thinking is 
underlined by the fact that 46% of the respondents are 
working with an external consultant, demonstrating the 
difficulty of internalizing this competence. 
In Figure 4, 38 respondents specified the software they 
use. It is interesting to note that they use more than 14 
different types of software, and the most used (Elodie) 
concerned no more than 26% of them. This statement 
has to be moderated according to the country 
distribution of the survey participants. However, this 
means that there is no clear leadership of one of the tools, 
probably induced by country-specific Environmental 
Product Declaration (EPD) databases used to perform the 
LCA.  Elodie software, for instance, is dedicated to the 
French building context, using a French EPD database 
(INIES) and is used in the frame of this survey at 90% by 
France-located practitioners. Among those who 
answered “Other,” Brightway, Smeo and a homemade 
Excel file were mainly cited. 
The importance of several criteria according to LCA 
software users have been characterized and illustrated in 
Figure 5. Among the three first-ranked criteria, the time 
spent conducting a LCA and the interoperability with CAD 
tools are both related to a willingness to reduce and 
lighten the time consumption of filling in input data or 
more generally using the software. Indeed, architects 
and engineers spend most of their time managing 
existing information [15], rather than creating new 
information. 
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Figure 4: LCA Software distribution, out of 38 answers. 

 
Figure 5: Average ranking of several criteria when using a LCA 
software, out of 46 answers (1=highest importance; 8=lowest). 

The user friendliness is also a major concern, which might 
be related to the desire for an easier interpretation 
process. This could be improved with the use of data-
visualization techniques of the results as suggested by 
Jusselme et al. [16]. 
These criteria have also been rated in terms of 
satisfaction levels thanks to a Likert scale with five levels 
from “not at all satisfied” (1st level) to “completely 
satisfied” (5th level). The weighted average of the 
answers highlight that users are satisfied with criteria 
two and four to eight in Figure 5 with an average score of 
between 3 and 3.11 on the Likert scale. However, criteria 
one and three, namely the time spent and the 
interoperability have a lower satisfaction with a score of 
2.84 and 2.49, respectively. 
Overall, a major issue regarding the use of life-cycle tools 
is their cost of use, which is too high for practitioners. 
This is also clearly reported in several open answers. This 
survey also found out the LCP is a voluntary approach for 
71% of the practitioners, while it is a client’s requirement 
for only 41%. In this context, and especially with the early 

designs, the engineering fees might fail to make up for 
the time consumption of current software. 
Figure 5 also highlights a lower emphasis on the 
importance of tutorials and documentation. This is 
paradoxical, as the survey shows on another note that 
they are used by 82% of the respondents, while 44% are 
helped by colleagues, and 38% have internal or external 
training courses. Thus, tutorials are highly popular, but 
are probably considered a basic feature of the software 
compared to the other criteria. 
 
Practitioners’ wishes 
Regarding the services expected by the participants, 
more than 50% of the practitioners are willing to perform 
the following: (a) to check the compliance of the project 
with the objectives; (b) to assess the performance of the 
building project; (c) to evaluate the sensitivity of the 
design parameters; (d) to know what would be the 
optimum in terms of sustainability; (e) to explore which 
design alternatives fulfil the objectives; and (f) to 
compare the performances of different building design 
alternatives. While current software is able to meet 
requirements (a) and (b), this is commonly not the case 
for the others, which highlights a major gap with 
practitioner’s needs that expect much more than a 
simple life-cycle performance assessment. Indeed, if the 
compliancy of a project with a specific environmental 
target is a fundamental need, it does not efficiently 
support the design process and its iterations. On the 
other hand, the sensitivity analyses of design parameters 
and design alternative explorations, for instance, are 
much more powerful [14,17]. When focusing specifically 
on early design stages, 59% of the respondents agreed to 
use simplified performance assessment to handle the 
low resolution of details of these stages (Figure 6). 
However, the exploration of a gallery of possible design 
options is acclaimed by 48% of them, with a higher rate 
among the engineer’s sub-population (62%). 
The survey also reveals a strong willingness to perform 
multi-criteria assessments as most of the respondents 
also take care of acoustics, lighting, thermal comfort and 
energy consumption. This finding is in line with the need 
for interoperability compliancy of LCA software, and it 
demonstrates the will to have more holistic tools to 
integrate the complexity of multiple performance targets 
into the design process. 
Regarding the design parameters, Figure 7 highlights that 
more than 80% of the practitioners consider the building 
shape and the building orientation at the conceptual 
design stage. If the building shape has a direct incidence 
on the embodied impacts of a building, this is not the 
case for the building orientation, which affects 
exclusively its operational impacts. This strengthens the 
need to develop LCA tools that also evaluate the energy 
consumption and then the life-cycle efficiency ratio as 
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developed by Brambilla et. al [18], in order to balance the 
operational and embodied impact of a design parameter. 

 
Figure 6 Comparison of exploration and assessment approaches, 
out of 256 answers. 

 
Figure 7: Consideration of design parameters at conceptual 
design stages, out of 263 answers. 

As seen in Figure 7, there is a decreasing interest of the 
design parameters from macro (building shape and 
orientation) to micro (indoor finishes and internal 
coverings). However, all proposed parameters are 
considered by more than 30% of the participants, which 
is counter-intuitive at the early design phase. In fact, life-
cycle performance assessments consider all the building 
components in their calculations. This means that using 
a low performing structure will perhaps lead to a 
decrease in design options by choosing only the best 
products in terms of indoor finishes. Vice-versa, if the 
client’s brief specifies low performing indoor finishes, 
this may have an impact on the building shape or 
structure possibilities. In that sense, it is interesting to 

note that designers want to understand the 
consequences of design choices commonly made at early 
stages, on details with high environmental impacts that 
will be fixed in later phases. 
 
OUTCOMES AND DISCUSSION  
The major finding of this survey is the important gap 
between the LCP issue awareness among practitioners, 
and the low equipment rate of these professionals with 
a dedicated LCA software. On the one hand, the present 
survey clearly confirms that life-cycle performance is a 
question placed high on the agenda of practitioners. 
There is no doubt there is an awareness of the topic, even 
if there might be a bias inherent to the survey, as those 
that answered were plausibly already interested in the 
survey subject. On the other hand, only 27% use 
computer software, which is a very low rate considering 
the difficulty of reaching meaningful and robust 
conclusions with any other approach. 
This underutilization of LCA software is explained by their 
low efficiency, i.e. a high time investment for a low 
satisfaction. Software mismatches the design process 
and its context. Indeed, current tools are mainly limited 
to the assessment functionality, and should propose 
many other benefits such as sensitivity assessment, 
exploration mode, etc., to fit better with the design 
iterations. These iterations are currently fed by the use 
of architectural references, which are highly popular 
among architects and engineers during the iterative 
design process, but are very limited from the author’s 
point of view when it comes to the LCP issue. 
LCA software should also be more interoperable with 
CAD tools in order to decrease their cost of use, i.e. the 
time for processing the input parameters and 
interpreting output data. Indeed, the time spent in 
conducting a LCA is judged too high while in most of the 
cases, the clients do not require them, with probably no 
engineering fees for these specific assessments. This 
compatibility with the BIM environment might extend 
the boundaries of current LCA software with more 
functionalities. Indeed, the increasing performance-
oriented trend of design briefs calls for designers to 
adopt a multi-criteria approach, assessing other metrics 
such as energy, lighting, acoustics, etc. In addition, the 
life-cycle approach should include all building 
components in its perimeter, leading designers to an 
anachronistic situation where design parameters usually 
discussed at detailed phases, which have heavy 
environmental impacts, can actually influence the early 
stage design options. 
 
CONCLUSION 
Thanks to 414 valid responses from 26 different 
European countries, this survey aims to accurately depict 
the situation of practitioners regarding their use and 
understanding of life-cycle performance (LCP). Given the 

4%

6%

45%

61%

0%

6%

62%

44%

4%

7%

48%

59%

Other

I don't know.

A gallery of possible design
options, to explore which fulfill
the project needs and allow to

reach the life cycle target.

A simplified and approximated
performance assessment of

your project.

At conceptual design stages, where your 
project usually has a poor resolution of 
details, what kind of decision support 
would you prefer to be provided with?

All Engineers Architects and Real Estate Developers

86%
82%

73%
73%
73%
71%

69%
66%

53%
51%

48%
37%
37%

33%
6%

Orientation
Building shape

Insulation thickness
Windows properties

Structure type
Insulation material type

External wall covering
Glazing surfaces

HVAC system
Photovoltaïc panel surface

Lighting system
Thermal panel surface
Internal wall covering

Indoor finishes
Other

Percentage of participants

Which parameters do you take into 
account during conceptual design stages?



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

143 

current lack of knowledge regarding this field, 
particularly in Europe where the regulation context is 
ambitious, the idea was to target the design community 
at large. Indeed, by focusing on practitioners who are 
already LCA software users, the consequence would have 
been to exclude from the survey those interested in LCP, 
but not equipped yet. 
In a few words, it is suggested that LCA software 
developers should focus their future work on the 
following contradiction. First, to decrease the cost of use 
of the software with more interoperability and user 
friendliness. Second, to increase the design support 
added-value by coupling more interpretation techniques 
of the assessments, extending the scope of analysis to 
other metrics, and including all building components 
starting from the early design phases. 
This challenge might feed further research as the 
resulting answer would be to increase the complexity of 
LCA assessments and associated analysis, and in the 
meantime to spread the methodology among a wider 
community, that have probably fewer skills than the 
early adopters, who were mostly specialist consultants. 
These objectives might be achievable with the coupling 
and implementation of the latest findings in research. 
The data-collection should be easier with the increasing 
BIM industry. LCA should also better use data-science 
techniques to increase its usability thanks not only to 
higher computational power (e.g. cloud computing), 
statistical analysis (e.g. sensitivity analysis), but also data-
visualization techniques that interpret multidimensional 
and heterogeneous LCA inputs and outputs. 
The highlight of current LCA software weaknesses along 
with the practitioner’s wishes and situation might be 
useful to further work led by developers and researchers 
towards new tools with higher usability. 
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ABSTRACT: New methods for designing with phase change materials (PCM) could widen the range of applications 
of passive systems for indoor cooling in architecture. This paper investigates material and formal strategies for 
generative architectural design that support the thermal performance of PCM. Dendritic geometry of PCM 
encapsulation with a large surface area per unit volume is proposed for enhancement of the heat transfer between 
PCM and surroundings. The prototype of the PCM ceiling component is digitally designed, manufactured in glass 
and tested in an experimental set-up for thermal cycling. Correlations are made between geometric configurations 
and cooling performance of dendritic and spherical PCM containments. The presented methodology integrates 
tools and techniques from digital design and energy technology, with an aim to contribute to novel PCM-based 
concepts for local thermal regulation in architecture. 
KEYWORDS: Phase change materials, passive cooling, encapsulation geometry, digital design, thermal cycling   

 
 

1. INTRODUCTION  
Novel phase change materials (PCM) differ 
fundamentally from conventional building materials 
for their inherent thermodynamic behaviour, suitable 
for management of thermal environments in 
architecture [1]. For PCM to gain more significance in 
the realm of architectural design, integrated 
environmental design strategies are needed that 
evolve from their phase-change behaviour.  Coupling 
digital design with advanced thermal energy storage 
systems (TES) can renew technological aspects of 
architectural design important for improving 
buildings´ energy performance and occupants´ 
comfort. 
PCM are substances capable to absorb, store and 
release energy in the form of latent heat during 
melting and solidification at a certain, predictable 
temperature. PCM are a suitable medium for TES due 
to their large phase change enthalpy – the large 
amount of heat that needs to be added or released 
during the phase transition that occurs at almost 
constant temperature [1, 2] (Fig. 1). 
 

 
 
Figure 1: An ideal melting and solidification cycle showing 
temperature plateau of PCM during the phase change 
 

Having the melting point within a desired temperature 
range, PCM take advantage of surrounding 

temperature fluctuations to store the latent heat: 
when the ambient temperature rises above the 
comfort zone, the material melts and absorbs the 
excess heat; after the temperature has dropped, the 
material solidifies and releases the stored heat. In this 
manner, PCM can undergo reversible melting and 
solidification cycles without degradation. 
 
1.1 Overview of building applications of PCM  
An integration of PCM into building materials and 
components is widely researched in the domain of 
energy technology and suggests a promising method 
for decreasing the dependency on high energy 
consuming mechanical systems, reduction and shifting 
of thermal loads and improving overall thermal 
stability of buildings [3,4].  
Numerous studies provided an overview of building 
applications of PCM [3-6], spanning from micro-
encapsulated elements commonly incorporated into 
walls and ceilings, to macro-encapsulated that take 
form of poaches, tubes or panels placed into building 
cavities, (e.g. above the suspended ceiling). However, 
PCM have been often regarded as additives that 
improve the thermal performance of conventional 
materials such as gypsum of concrete, and, with rare 
exceptions [7], have remained marginal for 
architectural design.  
By contrast, this study extends the architectural design 
agenda with PCM towards visible, transparent ceiling 
elements for passive indoor cooling.  A design method 
is presented that correlates geometric configuration of 
the PCM containment and its cooling performance, 
with an aim to extend the range of PCM elements for 
local thermal regulation in architecture. 
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2. ROLE OF THE ENCAPSULATION GEOMETRY FOR 
PASSIVE COOLING WITH PCM 
In passive cooling applications for buildings, PCM 
respond to diurnal temperature differences without 
requiring additional mechanical equipment to 
influence the heat absorption or release [2]. The 
operating principle of passive cooling is to release the 
coolness stored at night during the day when the 
temperature rises above the comfort zone. Certain 
factors, such as sufficient diurnal temperature 
difference (15◦C) and the operating temperature of 
PCM within that range (21-25◦C), are preconditions for 
such applications [8,9].  
Heat transfer mechanisms that govern the phase 
transitions of PCM are conduction and natural 
convection (Fig. 2). During melting, the conduction is 
responsible for transferring the excess heat from 
surrounding air to the material. At later stages of 
phase transition, when the fraction of the melted 
material increases, natural convection within the 
container affects the PCM melting rate [10].  
 

 
Figure 2: Solidification of bio-based PCM during 10h; 
crystallization by conduction in contact with containment 
cooled by the surrounding air  

 
When designing PCM elements, the geometry of the 
encapsulation plays an important role for increasing 
the contact surface between PCM and the surrounding 
heat transfer medium, and thus the ability of the 
material to undergo the phase change. The major 
drawback of PCM is their low thermal conductivity that 
limits the conduction and the heat absorption during 
the high demand cooling time.  Therefore, both 
geometrical configuration and the conductivity of the 
encapsulation are crucial parameters for the design of 
PCM containment that need to be considered to 
overcome these limitations. The geometry and 
orientation of containment as well as the expansion of 
surface area by adding fins have been widely 
investigated strategies for improving the heat transfer 
and conductivity [10,11]. This paper addresses the 
heat transfer enhancement by proposing dendritic 
geometry with 3D fins in the combination with glass as 
a containment material.  
 
2.2 Dendritic typologies – literature overview and 
advantages for thermal performance 
The term dendrite (from Greek déndron, tree)  refers to 
structures undergoing branching during the growth 
process. Although the term is associated with 

branching process of the tree-like neural cell 
extensions, dendritic typologies are found in other 
growth-related phenomena in nature, such as crystal 
solidification of metals, alloys and water, or the coral 
and bacterial growth. Common for these formations 
are their efficient energy or nutrient transportation 
paths [12]. Having the large surface around the small 
volume, these spatial organizations offer a principle 
for enhancing the heat transfer between PCM 
containment and surroundings. Current 
advancements in the field of digital design and 
fabrication make such complex geometries feasible in 
architecture.  
Early mathematical models that described dendritic 
geometries were introduced in ground-breaking 
concepts of fractals, L-systems and diffusion-limited 
growth processes [13-15]. In fields of physics and 
mechanical engineering, the constructal theory 
investigated occurrence of dendritic form in nature 
and proved its efficiency in various engineered 
systems involving convection and conduction flows 
[12,16,17]. Here, increasing the degrees of freedom of 
a constrained system optimized towards a certain 
objective results in more “natural” dendritic flow 
structures. 
The evolution of computational fluid dynamics and 
topology optimization methods in thermal sciences 
saw proliferation of dendritic typologies for solving 
various problems of thermal control, e.g. conductive 
heat transfer for electronics cooling [18].   
More recently, shape and topology optimizations were 
proposed for the heat transfer enhancement in PCM 
containments with dendritic fin geometries [19-21]. A 
novel approach for the maximization of performance 
of a PCM storage unit involving time evolution was 
presented for the optimization of Y-shaped fins. 
Parameters such as bifurcations and fin angle were 
adjusted for different operating scenarios [19]. More 
organic dendritic configurations arose in topology 
optimization of highly conductive fins, when they 
freely evolved through optimization process. The 
study led to different fin layouts optimized for melting 
and solidification and reported the reduction in PCM 
charging and recharging time [20]. Same authors 
arrived at a 3D coral-like fin design in a PCM storage 
system optimized to steadily absorb heat over time 
and decrease the discharge time of PCM [21].  
 
3. METHODOLOGY  
The proposed methodological framework for the 
design and the analyses of the thermal performance of 
the dendritic glass prototype couples digital modelling 
and fabrication techniques with the experimental set-
up for thermal cycling (Fig. 3). 
 
 

https://de.wiktionary.org/w/index.php?title=d%C3%A9ndron&action=edit&redlink=1
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Figure 3: Method for design and evaluation of 
thermodynamic performance of dendritic prototype 

 
3.1 Digital design and manufacturing of the dendritic 
prototype 
A spherical containment was adopted as a reference 
PCM encapsulation geometry in this study, since the 
sphere represents the minimal surface enclosing a 
certain volume. A standard labware borosilicate glass 
flask of 500ml volume, 10.5cm diameter and surface 
area 376cm2 was chosen as a reference containment.  
The design goal was to generate a structure of the 
same volume, but with a contrasted, large surface to 
experimentally investigate the effect of an increased 
surface area on the heat transfer between the PCM 
containment and surroundings. After considering 
different growth algorithms that result in surface 
differentiations, the digital design strategy for 
maximizing the surface was to transform the compact 
spherical containment into dendritic using the 
network of minimal paths (Fig. 4).  
 

 
Figure 4: From tetrahedral mesh to dendritic topology 

 
Design criteria for the digital model was (a) the 
feasibility of the structure in the borosilicate glass of 
the same thickness as the glass flask (b) structural 
stability and robustness (c) radial geometry and 
relatively uniform material distribution in all directions 
from centre to periphery of the containment (d) good 
exposure to surrounding air of all parts, without 
pockets or creases that would block melting or 
solidification.  
3D and algorithmic modelling software Rhinoceros 
and Grasshopper were used to generate the geometry 
of the dendritic containment. The starting point was 
an icosahedron surface mesh, smoothened and 
approximated to a sphere by Loop subdivision, 
resulting in series of evenly distributed mesh vertices 

on the outer surface. The surface domain was 
discretised into volume cells using a TetGen mesh 
tetrahedralization component.  
The aim was to explore a variety of connections 
between centre and the periphery of the domain, 
using intermediate points of tetrahedral cells as 
branching nodes. Provided with all connections of the 
given points, Shortest Walk algorithm calculated 
minimal paths, outputting the topology of the minimal 
containment volume. Since the complexity of the 
dendritic configuration was limited by the glass 
production, the size of the tetrahedral cell was chosen 
to yield two bifurcations (two generations of branches) 
and one layer of intermediate points on the 
equidistance from the centre.  
 

 
Figure 5: 3D printed model with removable branches 

 
Once the branching topology was set, the thickness of 
tubes and the overall size of the structure were 
adjusted to fit the 500ml volume, resulting in a 
structure of the double diameter (ca. 21cm) and the 
triple surface of the initial flask (ca. 1369cm2). The 
digital model was 3D printed with removable branches 
attached to the perforated round core (Fig. 5). With 
the help of the 3D printed model that served as a 
mock-up, a full-scale glass prototype was 
manufactured using the lampworking technique.  
 

 
Figure 6: Empty dendritic glass containment after annealing 
 

Glass tubes of an inside diameter 16mm were first 
connected into branches, then attached to the round 
glass core and finally left for annealing in the oven over 
24h (Fig. 6).  Due to the nature of lampworking 
technique that caused smoothening of connections 
between glass branches, the core and branching nodes 
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expanded in size, leaving the upper branches of the 
volume empty during the experiment. However, this 
space was partially filled during the heating cycle, 
when the convective forces and the buoyancy pushed 
the liquid portions of the material up.  
 
3.2 Experimental set-up for thermal cycling 
 

   
Figure 7: Experimental set-up for thermal cycling 

 
Spherical and dendritic encapsulations were filled with 
bio-based PCM with melting temperature 21◦C for 
their thermal performance to be compared in an 
experimental set-up of test boxes.  
 
Table 1. Physical properties of the bio-based PCM from the 
data sheet of the producer. 

Property Values 
Melting temperature  
Crystallization temperature 
Latent heat  
Specific heat capacity solid  
Specific heat capacity liquid 
Thermal conductivity solid 
Thermal conductivity liquid 
Density solid / liquid  

21◦C 
19◦C 

190 KJ/kg 
2.1 kJ/(kg∙◦C)  
2.3 kJ/(kg∙◦C) 

0.18 W/(m∙◦C) 
0.15 W/(m∙◦C) 

891 / 850 kg/m3     

 
Following previous reports on comparative analyses of 
the thermal performance of PCM using test boxes [22], 
an experimental set-up was developed that consisted 
of two identical boxes - the first one containing the 
PCM sample and the second being an empty reference 
box. Boxes were placed in a steady climate 
environment and simultaneously exposed to thermal 
excitation with the temperature range 17-30◦C, set to 
enable the phase change. Boxes of an inside dimension 
50x50x50cm were made of 18mm birch plywood and 
covered by 30mm thick insulation panels. The front 
face was glazed by 4mm thick glass to allow thermal 
excitation by halogen lamps of 750W placed in the 
front (Fig.7).  
Indoor, material and ambient room temperatures 
were continuously measured in one-minute interval 
during two subsequent heating (3h) and cooling (6h) 
cycles of the total duration of 18h. The resulting 

heating rate of 4◦C/h was slightly above the average in 
the buildings exposed to direct solar radiation in the 
summer. The measuring equipment comprised 
dataloggers with 4 PT-100 probes and the thermal 
camera attached to the bottom of the test box. Two 
probes measuring indoor box temperature were 
placed behind reflective radiation shields.  
Before commencing tests with PCM, multiple 
calibration cycles with empty boxes exhibited 
temperature differences within tolerance values 
(0.1◦C) and no temperature gradients in boxes. Two 
tests of each containment were carried out: the first 
without the ventilation during the recharging time and 
the second with natural ventilation of the box.  
 
4. RESULTS  
The proposed dendritic prototype acts like a heat 
absorber. The large surface of 3D fins maximizes the 
contact between PCM and surroundings and 
accelerates the first stage of melting of PCM 
dominated by conduction. At later stages of the phase 
change, governed by both conduction and natural 
convection, this encapsulation typology allows for 
multiple melting fronts within thin interconnected 
elements and enables relatively fast recharging by 
solidification.  
 

 

 
Figure 8: Spherical and dendritic encapsulations with 
material undergoing the phase change. Images show the 
minimum and maximum melting portions at the beginning 
and the end of two heating cycles 
 

Whereas the spherical containment enabled only a 
small portion of the material to melt, the dendritic 
prototype allowed full melting of PCM (Fig. 8). 
However, PCM did not entirely regenerate during 6h 
of cooling in ventilated box and regenerated poorly in 
test without ventilation. The results point to the 
importance of the sufficient length of cooling by 
ventilation and dimensioning of elements with less 
than 20mm thickness for faster recharging, as 
recommended in [2]. 
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Table 2. Summary of peak temperature differences at the end 
of heating cycles. 

Containment 
geometry 

Δ T [◦C] 

1st Cycle 
Δ T [◦C] 

2nd Cycle 

Test without ventilation  
(Fig. 10) 

Sphere  0.96 1.2 
Dendrite 2.25 1.7 

Test with ventilation 
(Fig. 11) 

Sphere 1.15 1.13 
Dendrite  2.55 2.05 

 

 

 
Figure 9: Thermographic images of heating and cooling cycle 
of spherical and dendritic containments 

 

 
Figure 10a: Impact of phase change on temperature 
reduction – spherical containment tested without box 
ventilation 
 

 
Figure 10b: Impact of phase change on temperature 
reduction – dendritic containment tested without box 
ventilation 
 

 
Figure 11a: Impact of phase change on temperature 
reduction – spherical containment tested with box 
ventilation 

 

 
Figure 11b: Impact of phase change on temperature 
reduction – dendritic containment tested with box ventilation 
 

Later stages of melting showed a significant influence 
of natural convection and buoyancy on the material 
movement in dendritic containment. Further 
optimization of containment geometry by limiting the 
branching to the domain of lower hemisphere could 
improve this behaviour. 
 

5. CONCLUSION 
An integrative methodological framework was 
presented for the design of the transparent, macro-
encapsulated PCM ceiling element for indoor passive 
cooling. Three-dimensional dendritic structure was 
proposed as a design strategy for improving the heat 
transfer between PCM and surroundings. The digital 
model, constructed with minimal branching paths, 
increased the heat exchange area of the spherical 
containment more than three-fold. 
An experimental-set-up of test boxes was used for 
thermal cycling and comparative analyses of spherical 
and dendritic encapsulations with contrasted surface 
areas – minimal to large – to determine their cooling 
effect.  
In comparison to spherical containment, dendritic 
geometry more than doubled the cooling performance 
of PCM and caused the temperature reduction in the 
test box of max. 2.55◦C. Experimental results showed 
benefits of digital design strategies for increasing the 
surface area of PCM containment and proved the 
three-dimensional dendritic geometry as a suitable 
concept for passive cooling with PCM, open for further 
full-scale investigations. Further improvements in 
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optimization of dendritic configurations and 
manufacturing process are needed. Future scaling of 
the current prototype into a larger material system 
should consider (a) preserving the thickness of 
dendrites (b) optimizing the branching domain to 
account for natural convection (c) improving 
manufacturing process by further application of 
additive manufacturing (d) sufficient regeneration of 
the material by night ventilation. 
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ABSTRACT: Large scale daylight simulations and representations on one single analysis grid are currently impossible with 
the use of conventional software and computers. Computational limitations that relate to the capacity of computer 
machines as well as analysis restrictions that relate to the allowable grid node count imposed by daylight simulation 
software prohibit daylight-coefficient based calculations on large scale analysis grids. The present paper utilizes a real 
aviation project and presents the development of a workflow that provides the ability to perform very demanding 
processes in acceptable time. Radiance related ray-tracing processes and matrix multiplications occur on the cloud using 
High Performance Computing and custom scripts that facilitate and accelerate the progression. The analysis grid count is 
decomposed into manageable fragments and after the calculation is performed, the fragmented values are recomposed 
in one single list of results that are utilized for colouring the analysis grid mesh. Processes are sped up by approximately 
32 times. Customized tools can be adaptive and reused in other applications with minimum modifications. The 
methodology can also be adopted for performing other annual climate-based simulations or for glare studies.  
KEYWORDS: Daylight simulations, cloud-based High-Performance Computing, Ray-tracing, Large Scale Applications 
 
 

1. INTRODUCTION  
The calculation of annual climate-based daylighting 
metrics is an integral part of whole building 
performance simulations [1,2,3]. Due to the 
computational footprint and magnitude of data such 
calculations entail, there is usually an upper threshold 
of analysis points for grid-based simulations that a 
software can handle within a reasonable amount of 
time. This limitation often forces users to develop 
alternative ways of compartmentalizing the initial 
model into smaller, manageable, segments. The 
manual processing of segments can become time 
consuming and difficult to validate with results lacking 
accuracy, integrity and continuity from one area to 
another.  
Industry standard daylighting tools usually employ the 
Radiance-based Daysim engine for performing annual 
simulations. Daysim was introduced as a research tool 
nearly two decades ago and has been primarily tested 
in small-scale models [4]. On Windows operating 
systems (OS), both Radiance and Daysim are not 
designed to leverage multi-threading with modern 
processors like Intel i7® and Xeon®. Due to these 
shortcomings, grid-based daylight simulations of large 
floor areas with complex geometry are difficult to 
perform and must be prepared to specifically address 
these computational limitations. 
In this paper, a large-scale airport terminal project is 
used as an example to initially evaluate existing 
methods, and further suggest a multi-stage, cross-
platform workflow that overcomes current limitations. 
Honeybee for Grasshopper in Rhino [5] is used as the 
main interface to translate the CAD model to a 

simulation-specific RAD format and visualize the 
results in the end. Radiance is used as the raytracing 
engine to run annual daylight simulations. Ray-tracing 
and matrix multiplications, the computationally 
intensive part of daylighting simulations, are 
performed on a cloud-based Microsoft Azure® High 
Performance Computing (HPC) system, the 
specifications of which can be seen in Figure (1).  HPC 
systems are typically scalable and can be tailored 
specifically to particular tasks [6,7,8,9]. For large-scale 
simulations like the one described herein, the on-
demand cost structure of HPC systems is also more 
economical in the long term than investing in high-end 
desktop computers. 
 

 
Figure 1: Specifications of the computing machine used to 
perform multi-stage, cross-platform calculations 

 
2. CLIMATE BASED ANNUAL METRICS  
Spatial Daylight Autonomy (sDA) and Annual Sunlight 
Exposure (ASE), the annual daylight metrics proposed 
by the IES LM-83-12 [10], and since adopted by LEEDv4 
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[1], require the calculation of annual time series of 
illuminance values in a space.  
 
2.1 The Daylight Coefficient Method  
Annual climate-based daylighting simulations have 
their basis in the Daylight Coefficient (DC) Method [11]. 
The DC method employs a form of Finite Element 
analysis for optimizing the amount of time taken for 
performing 8,760 (one for each hour of the year) 
calculations of illuminance in the space. These 
calculations rest on two validated assumptions: 1) The 
nature and shape of building surfaces and contextual 
geometry remains the same, and 2) The celestial 
hemisphere can be approximated as a hemisphere 
consisting of luminous patches. As per the Perez Sky 
Model considered for climate-based daylight 
modelling, the luminosity of the patches are a function 
of the time of day, geographical location, direct-
normal radiation and diffuse-horizontal radiation [12].  
ASE is derived through a DC calculation with sun as the 
only illuminant. It considers only direct solar 
illuminance and ignores any reflections from sunlight. 
sDA requires a conventional DC simulation that 
incorporates diffuse sky calculations, indirect sun 
calculations and direct sun calculations. The 
computational effort required for any DC calculation is 
directly proportional to the amount of illuminance 
sensors in a room [11]. For reasons attributed to 
simulation runtime at the time of its development, 
Daysim, the most popular DC-based software, 
approximates and interpolates the position of the suns 
that derive from the 3,760 sun positions of a Typical 
Meteorological Year (TMY) weather file, to less than 
63 annual positions in the celestial hemisphere [4,13] 
(Figure 2). The total number of hours in an annual 
simulation is 8,760 (based on 24 hours x 365 days).  
The value of 3,760 is specific to the TMY data 
considered for this research and accounts for only 
those hours of the year when the sun is visible in the 
celestial hemisphere. 
 

 
 
Figure 2: Improvements in accuracy:  63 independent sun 
positions considered by Daysim vs. the 3,760 sun positions 
derived through the (TMY) weather data.  

2.2 The grid size parameter  
Typically, the density of the illuminance analysis grid is 
set based on the LEED minimum requirement of a 2’ or 

0.6m spacing [1]. The test geometry subdivision results 
in DC simulations with up to a few hundred 
illuminance sensors, and, depending on the 
complexity of geometry involved, the computation 
time can range from a few minutes to several hours on 
a desktop computer.  

 
3. SAN FRANCISCO INTERNATIONAL AIRPORT (SFO) 
AS BASE LINE EXAMPLE  
The SFO extension project covers an area of 
approximately 300,000 square feet (27,870m2). Unlike 
other large-scale projects, every space in this area is 
unique as far as its design parameters are concerned. 
No floor area can be described as repetitive or with 
semi-similar daylight performance related design 
factors as is common in multi-story buildings with 
typical floors. The subdivision per Regularly Occupied 
Spaces [1] is also impossible because most of the main 
floorplate is one single space with no physical 
partitions. It is therefore hard to perform any 
calculation in fragments unless the model is 
subdivided exclusively for the purposes of the daylight 
calculation. The entire model involves an initial 
analysis grid with over 109,000 illuminance sensors.  
 

3.1 Challenges of attempting such a simulation 
Radiance uses a hybrid approach of stochastic and 
deterministic ray tracing to achieve a reasonably 
accurate result in a reasonable time [14]. For DC 
calculations with Radiance, matrix-based data-
structures with 8-bit floating point values are used to 
store intermediate data files and results [15,16,17]. In 
the case of diffused sky illuminance calculation, the 
size of the sky matrix will be close to 48 Million floating 
point numbers (109,453 sensors x 146 sky segments x 
3 RGB values). For the direct sun coefficient calculation, 
the size of the matrix will be over 1.2 Billion numbers 
(109,453 sensors x 3,760 sun locations x 3 RGB values). 
The file size of the two matrices is in the order of over 
20GB. 
 
Table 1: Coefficient Matrices for ASE and sDA calculations 
 

  Sun (ASE) and 
Sky (sDA) 
Patches 

Grid 
Points 

Float Point Values 

ASE 
Calc  

3760 109,453 1,234,629,840 

sDA 
Calc 

146 109,453 47,940,414 

 

Coefficient matrices (Table 1) are converted into 
illuminance values after multiplying them with sky 
matrices that contain luminance values for sky patches. 
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In the case of ASE, this translates to parsing and 
loading 1.2 Billion floating point values in RAM and 
then multiplying them with a matrix containing over 
98 Million numbers (3,760 sun patches x 8,760 h x 3 
RGB values) as Table 2 denotes. 
 
Table 2: Sky and Sun Matrices for ASE and sDA calculations 
 

  Sun (ASE) and 
Sky (sDA) 
Patches 

Vectors 
in Sky 
Matrix 

Numbers to be held 
in memory 

(during multiplication) 

ASE 
Calc  

3,760 8,760 121,997,231,453,952,000 

sDA 
Calc 

146 8,760 183,941,615,668,320 

 
The magnitude of these operations is not compatible 
with the configurations of even the most high-end 
desktop computers. Most industry standard 3D 
modelling environments such as Revit, Rhino etc are 
only compatible with Windows OS. As discussed 
previously, both Daysim and Radiance do not support 
multi-threading on Windows. Therefore, even where 
the hardware resources exist, it is currently impractical 
to perform such simulations on Windows-based 
systems.  
 
3.1 Attempt 01: Floor plate subdivision 
To overcome the challenges of such a simulation, the 
initial building geometry and analysis surface are 
geometrically subdivided into 14 smaller floor plates. 
Illuminance calculations are performed individually for 
those segments using only DIVA for Grasshopper in 
Rhino [18]. Each simulation is limited to a fixed 
number of analysis points, and the number of 
necessary simulations is determined by dividing the 
floor area into zones containing roughly equal 
numbers of sensors at the required 2’ (0.6m) spacing.  
As each simulation will engage only one CPU core, this 
process can be slightly accelerated by running multiple 
instances of the host program and launching 
simulations for different grids on each open instance.  
In this case, the test machine can run 8 concurrent 
simulations within 8 separate sessions of DIVA for 
Rhino. The results are then weighted per the area they 
represent to estimate one single sDA and one single 
ASE value for the entire analysis surface.  For graphical 
representation, the resultant mesh faces of each 
simulation are compiled into a single image (Figure 3). 
Attempt 01 lacked integrity between simulated zones, 
was time consuming, and, was prone to errors 
introduced while manually performing post processing 
operations. Additionally, as explained in chapter 2.1 
through Figure (2), this approach is potentially less 
accurate than a simulation involving accurate sun 
positions. However, it provided a relatively effective 

answer to the limitations of the case and created the 
foundation for further optimizing the workflow.  
 
 
Figure 3: Attempt 01 floor plan. Note the dividing markers 
between each simulated section. The results from each 
section are combined into one value. 
 
3.2 Attempt 02: Cloud-based calculation 
The second attempt involved performing the entire 
simulation of the complete analysis grid in one single, 
multi-threaded instance. This was made possible by 
running the simulations on a cloud-based HPC with a 
Linux 16.04 OS. Potential RAM-related issues 
associated with attempting such an intensive 
simulation were addressed through the development 
of custom scripts built to manage memory usage.  
 
3.2.1 Methodology 
A conventional annual daylight simulation using the 
DC method can be seen in Equation (1).   
 

𝐸 =  ∑   (∑𝐷𝐶 𝑥 𝑆 − ∑𝐷𝐶𝐷  𝑥 𝑆𝐷 + ∑ 𝐷𝐶𝑠 𝑛 𝑥 𝑆𝑠 𝑛)

3760

𝑘=1

146

𝑗=1

146

𝑗=1

𝑝

𝑖=1

 

(1) 
 
where  p the number of illuminance sensors 

j the number of sky patches, and  

k the number of direct-sun patches used in  

   the ray-tracing simulation. 

 

The above equation can be expressed in matrix format 

as shown in Equation (2). 

E = Esky - Eskydirect + E sun  (2) 
 

Initial attempts at performing the simulation as per 
the conventional method were unsuccessful as the 
number of points resulted in memory overflows 
despite the availability of nearly 230GB of RAM. 
Similar issues pertaining to both memory and 
processing time have been acknowledged by Zuo et al 
[19]. The solution suggested by them involves the use 
of proprietary GPU-based calculations that are not 
applicable to all types of HPC systems. Lack of 
sufficient memory became more apparent in the case 
of the direct-sun simulation that involved a sun-
coefficient matrix of the dimensions 109,453 x 3,760 
and a sun-matrix of the dimensions 3,760 x 8,760.  



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

153 

Several customized scripts written in Python allowed 
for the direct sun parameter Esun to be calculated in 
100-node segments after Equation (3). Although this 
step is not required on all simulations of this kind, the 
ability to identify breakpoints in matrices and parse 
them sequentially is key to scaling this process to 
analyze extremely large building footprints. 
 

𝐸𝑠𝑢𝑛1−100 = ∑  ∑ 𝐷𝐶𝑠 𝑛 𝑥 𝑆𝑠 𝑛

3760

𝑘=1

100

𝑖=1

 

 

𝐸𝑠𝑢𝑛101−200 = ∑   ∑ 𝐷𝐶𝑠 𝑛 𝑥 𝑆𝑠 𝑛

3760

𝑘=1

200

𝑖=101

 

 

until  

𝐸𝑠𝑢𝑛109401−109453 = ∑   ∑ 𝐷𝐶𝑠 𝑛 𝑥 𝑆𝑠 𝑛

3760

𝑘=1

109453

𝑖=109401

 

 

(3) 
 

 

Finally, the individual results were combined to create 

one single matrix as Equation (4) denotes. 

Esun = E1-100 +E101-200 +E201-300 + …+ +E109401-109453  
(4) 

 

The grid-based figures were then associated with the 
Rhino model and by using native Honeybee 
components, the analysis surfaces were colored based 
on the measured results of the calculation (Figure 4). 
 
3.2.2 Workflow and custom components 
The workflow for the cloud-based calculation method 
progressed through a series of software tools 
depending upon the specific task at hand (Figure 5). 
Building geometry was exported from the 
construction documentation model residing in Revit 
and organized by material type within Rhinoceros 
3d/Grasshopper. Utilizing the Honeybee analysis 
plugin within Grasshopper, the analysis grid was 
generated for all evaluation spaces per LM83 
requirements. As this evaluation area was comprised 
of multiple non-repeating floor areas, to ensure 
correct graphical visualization of the results, the lists 
of mesh-faces and analysis points were organized in 
matching data structures prior to being exported into 
a Radiance compatible RAD format. Various scripts 
written in Python were developed to automate the 
processing of Radiance commands on the HPC system 
to calculate both ASE and sDA metrics.   

4. Potential repurposing of the methodology for 
other daylight studies  
This methodology is not limited to horizontal grids. 
Vertical grids are equally possible using the same 
workflow as is.  

Figure 4: Attempt 02 floor plan (not directly comparable to Figure 3, due to changes in design. This image is meant to 
compare quality and integrity of result) 

Figure 5: Tool progression for cloud-based simulation workflow 
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The same methodology can also be used for any 
illuminance based annual metrics, such as Useful 
Daylight Illuminance (UDI), Daylight Autonomy (DA), 
continues Daylight Autonomy (cDA) etc. The 
population of the matrices and the illuminance 
calculations, the intensive part of the overall process, 
remains the same. The script needs to only be 
expanded at its further end, when the results are 
already extracted from Radiance and are being post-
processed, to calculate the percentage of space or the 
percentage of time that qualifies with the set 
threshold for every dynamic daylight metric.  
Furthermore, the same methodology can be used for 
glare studies [20]. Instead of specifying grid points, it 
will require the generation of input rays for individual 
pixels. The raw output will then have to be redirected 
to a tri-channel RGB format file to generate HDR files 
instead of illuminance files. Based on the results 
presented in [21], such an approach can curtail the 
simulation time by nearly 60%.  
One more application that could benefit from that 
methodology is the evaluation of active shading 
systems [22]. Active shading systems require the 
modification of the nature or shape of the building (i.e. 
glazing properties) or the obstruction elements (i.e. 
shading geometry), which is one of the two constants 
the DC method is assuming (as discussed in chapter 2.1 
of the present). The calculation needs to be performed 
separately for the multiple iterations with the shading 
system as the independent variable. The results need 
then to be reconstructed based on shading controls or 
after a predefined schedule. The benefit of this 
methodology lies on the significantly reduced time 
required to run the multiple iterations before 
recomposing them.  
 
5. CONCLUSION 
The use of dedicated Unix HPC systems allowed the 
simulations to be hyper-threaded with almost 99% 
utilization. In contrast, a Windows-based system 
running Daysim allows for only 26-50% utilization on a 
single thread. The actual ray-tracing processes were 
sped up by nearly 32 times (on a 16-core processor). 
Utilizing a better processor and running the simulation 
on the cloud was proven insufficient to perform a 
calculation of that magnitude. The calculation became 
possible only with the scripted subdivision and re-
composition of the grid (sensors). 
Compared to the existing method utilized in Attempt 
01, the introduction of the proposed workflow allows 
one single simulation to be performed on the whole 
analysis grid, which provides an immediate benefit to 
the design team. In addition, utilizing this workflow 
results in significantly reduced time required to 
calculate annual daylight metrics, it eliminates 
possible errors that often derive from manual post-
processing and provides a more uniform and reliable 

result that can be successfully represented on a 
colored grid plane. For large-scale applications that 
involve non-repeating floor areas, this method is a 
viable alternative to currently available workflows.  
Outsourcing intensive calculations to the HPC servers 
allows project work to continue unimpeded on local 
machines as simulations are processed remotely. 
Software and hardware costs are also minimized as all 
machines ran open-source software on an adaptive 
infrastructure that can scale to accommodate the 
project at hand with little to no modification. 
Although this methodology has proven especially 
useful for the simulation of large scale spaces 
commonly encountered in architectural practice, the 
knowledge necessary for implementation spans 
several disciplines and introduces a high barrier to 
entry for a typical office studio environment. As such, 
in its current format, this method is best utilized as a 
supplement when encountering projects that surpass 
the technical limitations of existing workflows.  
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ABSTRACT: It is common practice to use hourly dynamic thermal modelling for building design, yet climate 
responsive urban design, is often based on predominant wind directions analysed for particular ‘typical’ days or 
times. Such a snapshot view does not reflect how often these conditions occur and whether design changes based 
on single instances are warranted. This paper explores the efficacy of using an annual dynamic approach, by 
extending and comparing results from a previous study of district massing on local microclimate. These dynamic 
annual analyses were undertaken using a new cloud-based microclimate analysis tool that employs open source 
software for Computational Fluid Dynamics (CFD) and post-processing of results. This tool allows for complex 
hourly analyses of solar radiation, wind and comfort distribution to be conducted within a commonly used 3-D 
modelling software environment. Following the previous study, this paper compares the resulting urban form 
across three major issues: pedestrian comfort, air quality and building cross-ventilation potential. Pedestrian 
comfort assessment includes thermal comfort, using the Universal Thermal Climate Index (UTCI) and wind comfort, 
using the Dutch standard NEN 8100. Air quality is approximated by air age distribution. Building ventilation 
potential is assessed by mapping pressure differentials at points on opposing building faces.  
KEYWORDS: Pedestrian comfort maps, CFD-based microclimate, Air quality, Natural ventilation potential, Urban 
physics  

 
 

  INTRODUCTION  
Buildings are commonly modelled using dynamic 
hourly thermal software, yet a more limited 
approach is used in climate evaluation for urban 
design. The computational intensity required often 
results in a simplification of the wind regime; 
limiting analysis to particular dates and times, e.g. 
summer or winter solstices, at mid-day. This 
“snapshot view,” helps designers generalize about 
design improvements in response to wind or solar 
access, but does not reflect the frequency with 
which these conditions occur or whether decisions 
based on these instances achieve the desired 
improvement at other times of the year.   
This paper explores the efficacy of using an annual 
dynamic simulation approach, by extending and 
comparing results from a previous study of urban 
district massing based on local microclimate [1,2]. The 
first phase of the study assessed five “super-block” 
housing developments in Wuhan, China for pedestrian 
comfort, air quality and building ventilation potential. 
The second phase redesigned the neighborhood using 
Transit-Oriented Design (TOD) guidelines for China [3] 
and compared it to an existing, comparable density 
super-block scheme, Fudidonghu (Fudi). In this study, 
we compare the resulting TOD scheme and the original 
Fudi design across three major issues: pedestrian 
comfort, air quality, and building cross-ventilation 
potential. Pedestrian comfort assessment includes 

thermal comfort, using the Universal Thermal Climate 
Index (UTCI) [4] and wind comfort, using the Dutch 
standard NEN 8100 [5]. Air quality is approximated by 
age of air distribution and building ventilation 
potential is assessed by measuring pressure 
differentials at points on opposing building faces. 
These analyses use a new, original, cloud-based 
microclimate analysis tool that employs open source 
software OpenFOAM [6] for the Computational Fluid 
Dynamics (CFD) and ParaView [7] for data analysis and 
visualization. This tool allows for complex hourly 
dynamic analyses of solar radiation, wind, and comfort 
distribution to be conducted within SketchUp [8]. 
Analyses can be undertaken for as many or as few 
hours of the day and days of the year as required and 
results can be mapped back onto the 3-D model. This 
approach allows one to probe microclimate behavior 
at specific times of year as well as explore varying 
seasonal patterns, all within the context of the 3-D 
geometry.  
Typical Chinese super-block development has poor 
walkability, transit support and street life, along with 
high energy use and auto dependence. TOD guidelines 
address these issues, but may reduce building 
ventilation potential at lower levels due to greater site 
coverage and block perimeter buildings.  
The project’s hypotheses are 1) On an annual basis, 
TOD development can be designed to equal super-
block wind performance; 2) Dynamic annual wind and 
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comfort modeling improves performance feedback 
time and quality for urban design, as compared to 
simpler CFD methods.  
 
  METHODOLOGY 
We assessed Super-block and TOD schemes of 
equivalent density on an annual basis. Figure 31 
shows overview of the massing layout. 
 

 
Figure 31: Superblock Massing (L) and TOD Massing (R) 

 
All analyses share a common analysis grid on which the 
final results are mapped. For this study, the grid used 
was 400m in diameter and comprised of 5000 
individual points. To encourage walkability, the 
analyses used times of day that spaces are most likely 
to be occupied; nominally between 8 AM to 10 PM.  
The annual radiation analysis looks at distribution of 
radiation on site, accounting for direct and diffuse 
shortwave radiation, longwave radiation and 
overshadowing from buildings.  
The CFD analysis used OpenFOAM. The wind inlet 
boundary condition used was the default Atmospheric 
Boundary Layer condition in OpenFOAM (D.M. 
Hargreaves and N.G. Wright). The solver used for 
simulation was SimpleFoam with a k-epsilon 
turbulence model. The domain size was generated 
automatically based on standard practice; with 
domain width 10 times the height of the tallest 
building, and domain height 5 times the height of the 
tallest building. The domain was octagonal to account 
for the eight wind directions. This approach has the 
advantage of having to mesh the domain only once for 
all wind directions at the cost of slightly larger meshes, 
resulting in a total of up to 20 million cells - 
predominantly hexahedral - for both cases in this study, 
with a ground boundary layer refinement. Annual 
hourly weather data used was obtained from the 
EnergyPlus website as an EPW file [9].  
We then combined the results of these analyses to 
generate comfort indicators for each point in the mesh 
for each annual hour occupied. The overall 
methodology for this study was: 
Run dynamic microclimate analysis and extract age of 
air and comfort maps for particular dates to compare 
with previous “snapshot” studies 
For each scheme, generate seasonal statistics and 
graphical maps for pedestrian comfort, age of air, and 
façade ventilation potential 

For one of the TOD massing 'courtyards,' quantify the 
impact of typical passive design measures on occupant 
comfort 
Analyze results to find strategic ways to improve the 
TOD design for wind performance 
Evaluate the results to test the hypotheses in a 
subsequent paper 
 
RESULTS AND DISCUSSION 
The results for occupant comfort, air quality and 
natural ventilation potential, along with 
comparative review with the previous results, are 
discussed in sub-sections 3.1 to 3.6.  
 
3.1 Comparison with previous results 
The initial study undertook age of air and comfort 
analyses for specific dates and times. The key 
differences between the parameters for the 
previous study and the current analysis are shown 
in Table 5 
 
Table 5: Difference between standard and dynamic analysis 

STANDARD ANALYSIS DYNAMIC ANALYSIS 

NE & SE directions only, fixed 
initial wind speed 2.6 m/s 

All wind directions & speeds 
in hourly weather file 

Typical summer day (June 22) 
and winter day (Jan 20), 
Single hour, 12 noon 

365 days a year  
Hours, 8 AM to 10 PM 

PMV comfort for 
Summer, 30̊°C (86°F) 
Winter, 5 ̊°C (41°F) 

UTCI comfort for local wind 
speeds from CFD and hourly 
weather file 

 
The comparison between age of air results from the 
previous and current study are shown in Figure 32 to 
Figure 35. 
The age air results are not a like for like comparison as 
the initial study combined a wind speed and direction 
and date that didn’t necessarily occur concurrently in 
the weather data set used. However, both sets of 
analyses indicate that the Fudi superblock massing 
tends to have a greater rate of air change (lower air 
age) than the TOD massing. 
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Figure 32: NNE Age of Air Snapshot (original study)  

 
Figure 33: NNE Age of Air Snapshot (extract) 

 

 

 
Figure 34: SE Age of Air Snapshot (original study) 

 

 
Figure 35: SE Age of Air Snapshot Comparison 

 
The comfort results also do not directly correlate with 
each other because, in addition to the issues described 
above, they use different metrics (PMV in the previous 
study vs UTCI in this simulation). Both sets of results 
concur on the fact that a majority of the site 
experiences discomfort on both dates; cold discomfort 
on Jan 20th and warm discomfort on June 22nd. 
 
3.2 Wind comfort distribution 
The wind comfort calculation references the Dutch 
standard NEN-8100, which evaluates how often the 
wind speed exceeds 5m/s throughout the year and 
its impact on different activity levels in external 
spaces. An overview of the standard is shown in 
Figure 36. 
 

 
Figure 36: NEN8100 Wind Comfort Criteria 

 
Overall, the wind speeds on site are quite low and the 
results outlined in Figure 37 indicate that wind speeds 
greater than 5 m/s occur for less than 2.5% of the year, 
rendering all areas of the site suitable for all levels of 
activity.   
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Figure 37: Annual Wind Comfort Comparison 

 
3.3 Thermal comfort distribution 
UTCI is a comfort index that models in detail, the 
thermal exchange between the human body and its 
environment through combining environmental 
variables (local air speed, temperature, relative 
humidity, radiant gain/loss) and physiological 
variables (clothing and activity levels) to provide an 
indication of the perception of the thermal 
environment by occupants. The standard comfort 
range for UTCI is from 9 to 26.  
A value below 9 indicates cold discomfort and 
above 26 indicates warm discomfort.  
The results in Figure 38 and Figure 39 provide an 
overview of how often the UTCI occurs within the 
comfort range (9-26) in each season. Overall, the 
TOD massing experiences marginally higher 
comfort levels (see legend). However, both massing 
types show a similar pattern of distribution 
annually, where Spring is the most comfortable 
season and Winter is the least.  
 

 
Figure 38: Fudi Superblock Seasonal Comfort Comparison 

 

 
Figure 39: TOD Seasonal Comfort Comparison 

 
Since the results in Figure 38 and Figure 39 don’t show 
the distribution and variation in comfort levels within 
the site, Figure 40 shows the difference in results for 
both schemes in Spring. The histogram for the Fudi 
massing is stacked towards the left of the chart; i.e. 
majority of the site area experiences relatively fewer 
hours with UTCI in the comfort range (9-26). The 
marginally improved comfort observed for the TOD 
massing likely relates to greater overshadowing from 
surrounding buildings.  
 

 
Figure 40: Spring Comfort Comparison 

 
3.4 Age of air distribution 
Typically, age of air is a metric used for indoor 
spaces to indicate air quality; i.e. how often air is 
replaced with fresh air from outside. The upper 
limit is 5 minutes or 300 seconds. This approach 
does not directly translate to outdoor spaces and at 
best, serves as a comparison of how long it takes air 
at any point to be displaced from the time it enters 
the domain.  



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

160 

 

 
Figure 41: Fudi Superblock Median Age of Air by Season 

 

 
Figure 42: TOD Median Age of Air by Season 

 
This study looks at wind speed and direction for each 
occupied hour of the year, making the age of air 
indicative of local wind patterns. 
Overall, the results in Figure 41 and Figure 42 indicate 
that age of air is lowest in summer and highest in 
autumn and winter. This has positive implications for 
thermal comfort as this is closely correlated with air 
speed. Spring shows the greatest variation within the 
site, but overall the superblock massing has lower age 
of air; i.e. better air circulation, for at least part of the 
site, as compared to TOD, which includes a few ‘dead’ 
spots in all seasons, including summer. 
Figure 43 shows the comparative age of air results for 
both massing types in Spring. The Fudi superblock 
experiences a wider range of age of air with roughly 
5% of the western part of the site showing very low air 
change. While the overall age of air in the TOD massing 
is higher, on average the air change rate is in the range 
of 18-20 minutes. 
 

 
Figure 43: Spring Age of Air Comparison 

 
3.5 Natural ventilation potential 
Chinese ventilation standards for double-sided 
through ventilation of housing call for a minimum 
pressure difference between opposite openings of 
1.5 pa [10]. The pressure differential was mapped 
at a distance of 0.5m from the wall surface across 
24 hours to include night cooling. Mapped results 
in Figure 44 show the percentage of hours that the 
pressure differential exceeds the 1.5 pa minimum 
threshold for ventilation potential. The TOD 
massing shows greater variation in ventilation 
potential but also improved performance relative 
to the Fudi superblock massing, at least in the taller 
buildings. The low rise buildings within the TOD 
massing tend to show an equivalent or worse 
performance compared to the Fudi superblock. 
Figure 45 shows a histogram that plots the 
proportion of surface area that exceeds the 1.5pa 
differential against the proportion of hours. 
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Figure 44: Natural Ventilation Potential Comparison 

 
 

  
Figure 45: Natural Ventilation Potential Histogram 

 

3.6 Impact of passive design measures 
Results for the TOD massing indicated that a 
majority of the site experienced warm discomfort 
for >50% of hours in summer. One of the benefits 
of undertaking an annual assessment is that it 
allows us to quantify the impact of design 
interventions.  
A point in one of the courtyards in the TOD massing 
was evaluated for comfort without any interventions 
and then, including design interventions, such as 
adding vegetation and physical shading, as shown in 
Figure 46. 
 

 
Figure 46: Unshaded Baseline (L) and Shading Inclusion (R) 

The maps resulting from of this evaluation are shown 
in Figure 47 and point A within this map was further 
analyzed to determine the change in distribution of 
comfort occurrence at this point throughout summer. 
 

 
Figure 47: TOD Massing – Impact of Design Measures 

 

Figure 48 shows the comfort distribution at point A 
across the summer months as a heat map; with the x-
axis showing the time of year and the y-axis, the time 
of day. The areas that show up in dark orange are 
UTCI>26 and as a result, are outside of the comfort 
range. The most noticeable improvements in comfort 
occur in early June and late August and September. 
 

 
Figure 48: Heat Map of Summer UTCI for Point A 

 
Overall, there are 179 more hours that fall within the 
comfort range, an improvement of 14% or the 
equivalent of 11 additional days where it’s 
comfortable for every hour of the day.  
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4.  CONCLUSION 
The methods used so far mostly look statistically at 
the site as a whole. The final example in 3.6 is an 
exception, aimed at clarifying the level of 
granularity this approach affords. Further 
developments of the methodology can extend this 
approach to improve comfort in primary pedestrian 
areas, such as sidewalks and building entrances, in 
addition to gathering places and seasonal activity 
areas.  
The results in 3.6 indicate that even basic passive 
design measures can noticeably improve comfort 
levels in Wuhan during the warmer months. Covered 
outdoor circulation, such as arcades along the streets, 
plus street trees for shading would improve pedestrian 
comfort locally where people walk most. Locating 
summer public outdoor spaces in breezeways under 
buildings or on the north side of tall buildings offers 
further refinement for warmer months.  
Winter is almost always uncomfortable in this climate 
and the passive measures available include local wind 
blockage and increased exposure to radiation. The 
latter suggest a tension between solar access for 
buildings and outdoor sun for open spaces. Solar 
exposure for buildings, as required by Chinese codes, 
is expressed in the TOD guidelines by locating tall 
buildings to the southern edge of blocks; 
overshadowing much of the open space in winter. This 
indicates that there is a need to include specific winter 
outdoor spaces with access to sunlight. These might 
also benefit from deciduous trees to provide some 
shade in summer. 
One way to improve air circulation might be to stagger 
the heights of the buildings even more, to create a 
greater variation in pressure distribution and as a 
result, increase air movement. 
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ABSTRACT: This paper presents the application of Artificial Neural Network (ANN) algorithms to develop forecast 
models to predict future energy consumption, outdoor weather and indoor microclimatic conditions in a historical 
art gallery. Each of these prediction models were implemented on two separate cases of sampling frequencies – 
daily and hourly sampling; providing a case of day-ahead and a case of hour-ahead predictions, respectively. The 
ANN models were trained with historical real-data obtained from the various sources, such as building sensors, 
building management information, and MetOffice. Excellent accuracy in the prediction results were observed 
through the statistical platform of coefficient of correlation (R) between the real-data and the ANN-predicted 
counterpart. It was observed that the prediction models for hour-ahead forecasting performed stronger compared 
to the same for day-ahead forecasting for all the cases of outdoor weather parameters, indoor microclimatic 
parameters, and NGS energy consumption parameters. The study further reinstates that the ANN-based forecast 
models can prove to be an ideal platform to investigate various optimisation strategies of the building operation 
in future, especially in the case of restrictive traditional building types where any retrofit solution needs a strong 
scientific backing before practical implementation. 
KEYWORDS: Artificial Neural Networks, Forecasting, Optimisation, Condition Monitoring, Conservation 

 
 

1. INTRODUCTION  
Historic Art Gallery buildings require a tight indoor 
temperature and moisture controls, which in turn 
demands significant energy from air handling units 
[1,2]. Complex dynamic building systems, stringent 
conservation restrictions, and lack of detailed 
monitoring make diagnosing and optimising their 
energy use difficult.  
It is known that the first step for optimising energy use 
in buildings is to have a mean for adequate energy 
usage prediction [86], not only for the building owners 
but also for urban planners and energy suppliers. With 
the potential of buildings to contribute towards the 
reduction in CO2 emissions well recognised [87], urban 
planners seek to the prediction of building energy 
systems to assess the impact of energy conservation 
measures [88]. It is also known that the building 
energy and indoor environmental predict model forms 
the core of a building’s energy control and operation 
strategy design to induce energy savings including 
peak demand shaving [89], [90]. 
Building simulation software programmes have 
proven to be effective but have tended to rely on data 
generated by simulation model itself. These 
approaches bear the drawback of requiring detailed 
information and parameters of the buildings, energy 
systems, and outside weather conditions which are 
difficult to obtain or even unavailable [3]. Also, 
creating these models demand a lot of calculation time 
investment and expertise [4].  

Alternate to using simulation software for modelling 
the building system, methods involving Black-Box 
models or purely data-driven models carry the benefit 
of easy to build and being computationally efficient 
[5–8], especially when a large amount of historical 
data is available to train the models. Many artificial-
intelligence-based prediction models have been 
developed in the recent past. To predict the monthly 
energy consumption in buildings, a combination of 
multiple linear regression and self-regression 
techniques were employed in [9]. Fuzzy inferences 
system is also extensively used [10,11]. Building loads 
are predicted using an autoregressive with exogenous 
(ARX) model in [12]. An optimal trade-off between 
comfort and energy using a meta-model based on 
regression techniques was developed in [13]. The 
application of ANN models in building modelling sector 
has mostly been towards prediction and optimisation 
of building energy consumption [14–16], cooling loads 
[15,17–19], and temperature [16,20,21]. It was found 
that this development was not extended to the special 
case of moisture critical buildings such as museums 
and art galleries.  
On discussions with the building management team 
and building services contractors associated with 
these types of buildings, it was found that there is a 
great need for forecasting of indoor environmental 
conditions and building’s energy use in a complex case 
of a historical building type which functions as an art 
gallery. This will have the following benefits: 
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The ANN-predicted dataset will help the building 
management to test various building performance 
optimisation options. These options can either be 
management changes, such as building opening hours 
or limit on occupancy, or system performance changes, 
such as air handling unit control strategy, changing of 
system components, etc. 
The ANN-based predicted database can be used as a 
comparative tool to check against live data (condition 
monitoring). This enables the building management to 
take immediate action instead of periodic 
maintenance works, saving maintenance resources 
and time. 
For special purpose buildings such as museums and art 
galleries, applying an energy saving solution may prove 
to be detrimental for artwork conservation. ANN-
based system model, trained with the indoor 
specifications for artwork conservation mimics the 
actual building system and aids in providing the 
management team freedom to try various 
optimisation strategies.  
The application of ANN-based forecast models 
promises better management and operation of such 
special-purpose buildings, ensuring a good balance 
between energy optimisation and adequate indoor 
environmental conditions for conservation of delicate 
artefacts and collections housed in the building.  
In this paper, the feasibility of using ANN to predict the 
indoor environmental conditions and energy 
consumption inside an art gallery housed in a historic 
building is demonstrated by means of prediction 
models developed for individual cases of indoor 
microclimate and building energy consumption. 
Outdoor weather conditions are also forecasted to 
further test the prediction accuracy and versatility of 
the same algorithm and platform. 
This paper is arranged as follows. Section 2 describes 
the research methods applied in developing the ANN-
based forecast model, individually for each forecast 
target areas – outdoor weather, indoor microclimatic 
conditions and building energy consumption. The 
section also follows up with details of the ANN 
algorithm used, the structure, training method 
convergence criterion and performance evaluation 
metrics used for the study. Section 3 presents the set 
of results obtained on application of the methods for 
all the three cases. Finally, Section 4 concludes the key 
findings from the study. 
 
2. RESEARCH METHODS 
2.1 Outdoor Weather Forecast Models  
For weather forecasting, the only data available for the 
study pertained to timestamp, outdoor temperature 
and outdoor relative humidity. While the factors 
influencing outdoor temperature and humidity can be 
plentiful (solar activity, wind speed, precipitation, etc), 
this study attempts to forecast the two outdoor 

weather parameters using only timestamp (which 
involves day, month, year and hour). These inputs 
were applied to the ANN algorithm to train to obtain 
the corresponding outdoor weather parameters. 
Present and previous instances of outdoor 
temperature and relative humidity were also fed as 
inputs into the model. For instance, Tout (n) pertains to 
the outdoor temperature at the present time instant, 
n. Hence, Tout (n-1), Tout (n-2), and Tout (n-3) pertains to 
outdoor temperature values at (n-1)th , (n-2)th , and (n-
3)th  hours (for hour-ahead forecasting) or days (for 
day-ahead forecasting), respectively. 
The ANN model training targets were chosen as the 
future instances of outdoor temperature and humidity. 
For instance, Tout (n+1) pertained to the outdoor 
temperature at the next time instance (next hour, for 
hour-ahead forecasting; next day, for day-ahead 
forecasting). 
It is also worth noting that the ANN model for outdoor 
weather forecasting involved a combined input of 
temperature and humidity, unlike the case of 
individual forecast models for room temperature and 
humidity forecasting, as described in the next section. 
This is mainly due to the fact that the amount of data 
available pertaining to outdoor weather was very 
limited for the study. Individual models would lead 
weaker model performance in terms of forecasting 
estimation inaccuracies. 
 
2.2 Indoor Conservation Parameters Forecast Models 
Individual ANN models were developed for forecasting 
future room temperature and humidity. In addition to 
time parameters, a vast pool of data was available 
from the NGS BMS servers, pertaining to supply and 
return temperatures and humidity of the air handling 
units. The occupancy was assumed to be constant 
throughout the year with 280 occupants per hour in 
the building during the opening hours, resulting to a 
range of 1960 to 2520 occupants in a day (To account 
for extended opening hours of the NGS building during 
Thursdays). 
 
2.3 Building Energy Consumption Forecast Models 
Similar to the case of forecasting indoor microclimatic 
conditions, individual ANN models were developed for 
forecasting future gas and electricity consumption in 
the NGS for the next day and next hour.  
ANN model training involved employing supply and 
return temperatures and humidity of the air handling 
units, occupancy, building opening hours, room 
conditions, outdoor weather and time-based 
parameters, as inputs, in each individual model. In 
addition to these parameters, corresponding gas and 
electricity consumption records for the previous three 
hours (or days) were included as inputs for the ANN 
model development and the future records of energy 
consumption were set as the training targets.  
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2.4 Data Normalisation, Randomisation and 
Fragmentation 
The ANN algorithm chosen for this study is Levenberg-
Marquardt algorithm. The entire database (458 daily-
samples, 10768 hourly-samples) was first normalised. 
Following this, the entire database was randomised 
using Latin Hypercube Sampling (LHS) method. This 
method has proven to be more effective owing to the 
extra precision offered by the Monte Carlo sampling 
method [22]. Then this randomised database was 
divided into two parts i.e. 80 % (366 daily, 8615 hourly 
samples) for Training database (TDb) and 20% (92 daily, 
2153 hourly samples) for Prediction database (PDb), to 
select the optimum ANN model on PDb results rather 
than TDb.  
During the ANN model development in MATLAB 
environment, the TDb was further split into three 
subsets, in the ratio of 60:20:20 for training, validating 
and testing, for cross-validation – a standard step for 
any ANN model development. 

  
2.5. ANN Model Architecture 
During the development of ANN, the learning cycle is 
iterated for all the different sets of input and target 
samples until one of the following convergence 
criterions is reached.  
 

 
Figure 1: Process diagram for ANN model training and 
validation 

 
Figure 1 illustrates a process diagram highlighting the 
steps involved in the ANN model development process 
for this study. Training of an ANN model was 
performed using the training database and choosing 
an arbitrary combination of hidden layer(s) and hidden 
neurons in each hidden layer. The ANN model then 
generated estimates of Targets for corresponding 
Inputs in each randomised sample (index) belonging to 
the training database. This step is followed by the 
validation process in which the Input values of the 
validation database is passed to the trained ANN 
model to generate corresponding predicted Target 
values for each randomised index. Finally, a 
comparative analysis is performed between the Target 
estimates of ANN predictions and the ones present 

(but kept separate from ANN model) in the validation 
database.  
 

 
Figure 2: Topology of the ANN models developed in this study 

 
The effectiveness of the ANN model in making 
accurate predictions is based on the statistical 
platform of coefficient of correlation (R-value). It 
presents the mathematical expression of the 
coefficient of correlation (R) between the ANN model-
predicted estimates of Target values against their 
counterpart from the validation database (Equation 1). 
 

𝑹

= ∑
(𝑿𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅,𝒊 − �̅�𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅,𝒊)(𝑿𝒓𝒆𝒄𝒐𝒓𝒅𝒆𝒅,𝒊 − �̅�𝒓𝒆𝒄𝒐𝒓𝒅𝒆𝒅,𝒊)

(𝑿𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅,𝒊 − �̅�𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅,𝒊)
𝟐(𝑿𝒓𝒆𝒄𝒐𝒓𝒅𝒆𝒅,𝒊 − �̅�𝒓𝒆𝒄𝒐𝒓𝒅𝒆𝒅,𝒊)

𝟐

𝑵

𝒊=𝟏

 
1 

 
Where, X corresponds to the forecast parameter. 
 

3. RESULTS AND DISCUSSIONS 
3.1. Outdoor Weather Forecasting 
Figure 3 show the comparison of ANN-predicted 
outdoor air RH and temperature.  
It is to be noted that these graphs are different from 
conventional variable-time graphs. The comparison 
(between ANN-predicted estimates and actual 
recorded data of the same) in these graphs were 
performed over random daily instances. Hence, the 
horizontal axis in these comparison graphs comprise of 
several ‘Daily indices’ instead of a conventional 
chronological sequence. These daily instances were 
randomly selected time instances from the 
downloaded data and were separated from the initial 
ANN model training. This practice is common in ANN 
model training and validation – randomisation 
allowing thorough validation of ANN predictions. 
Hence, all the comparison graphs between ANN-
predicted estimates and actual recorded data of the 
same follow this format throughout this paper. 
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Figure 3: Comparison of future predicted and actual records 
of outdoor air RH (top) and temperature (bottom) for day-
ahead forecasting. 

 
It is observably clear that ANN predicted model 
accurately predicts outdoor T and RH for the majority 
of the daily instances.  
 

 

 
Figure 4: Comparison of future predicted and actual records 
of outdoor air RH (top) and temperature (bottom) for hour-
ahead forecasting. 

 
Similar to the day-ahead forecasting case, Figure 4 
presents the results of comparative analysis of the 
ANN-predicted estimates (hour-ahead) of outdoor T 
and RH with the same coming from already obtained 
recorded data, over randomly selected hourly samples 
of future data. These future data were saved and kept 
separate from the initial ANN model development and 
were to be used only for validation purpose.  
It can be seen that the hour-ahead forecast model 
accurately predicts outdoor weather T and RH over the 
entire spread of hourly instances considered in this 
study. This marks the excellent potential of ANN-based 
prediction models to predict for both cases of day-
ahead and hour-ahead with excellent accuracy. 
The R for combined T and RH model was 0.89 for day-
ahead forecasting, and 0.98 for hour-ahead 
forecasting. The better performance of the hour-
ahead forecasting models is owing to the significantly 

greater number of data samples for the ANN model 
training for the hourly cases. 
 
3.2. Room Conditions Forecasting 
Figure 5 captures the excellent capability of the 
prediction model to forecast day-ahead instances of 
future room RH and temperature. The horizontal axis 
is randomly selected time instances and the vertical 
axis is the comparison of corresponding ANN-
predicted estimates and actual observation data 
recorded by sensors. The performance is marginally 
weaker in the case of RH predictions, in comparison to 
temperature but still with high R-value score of more 
than 0.9. 
 

 
Figure 5: Comparison of future predicted and actual records 
of NGS room air RH (top) and temperature (bottom) for day-
ahead forecasting. 

 

 
Figure 6: Comparison of future predicted and actual records 
of NGS room air RH (top) and temperature (bottom) for hour-
ahead forecasting. 

 
Figure 6 show the results of the comparative analysis 
of ANN-predicted estimates (hour-ahead) of room T 
and RH over randomly selected hourly samples of 
future data. These future data were saved and kept 
separate from the initial ANN model development. 
The R for separate ANN models for NGS room T and RH 
forecast was 0.99 and 0.93, respectively, in the case of 
day-ahead forecasting. Similarly, for hour-ahead 
forecasting, the R for separate ANN models for NGS 
room T and RH was the same, being 0.99.  
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3.3. Energy Consumption Forecasting 
Figure 7 captures the excellent capability of the 
prediction model to forecast day-ahead instances of 
future NGS gas consumption. These future day-
instances were kept separately from the initial ANN 
model training and development. 
 

 
Figure 7: Comparison of future predicted and actual records 
of NGS building gas consumption (top) and electricity 
consumption (bottom) for day-ahead forecasting. 

 
Figure 7 also highlights the weak performance of ANN-
based prediction model of electricity consumption 
with the predicted estimates of day-ahead electricity 
consumption failing to capture the peaks and troughs 
marked by actual estimates of consumption figures 
obtained from the electricity supplier. This is owing to 
two reasons – firstly, the amount of data available to 
train the ANN model for day-ahead forecasting is 
lesser than the case in hour-ahead forecasting. 
Secondly, the number of approximations involved in 
splitting the monthly electricity energy consumption 
to daily estimates affected the performance of ANN 
model. This can be improved by obtaining a detailed 
breakdown of electricity consumption on daily and 
hourly basis from the electricity supplier.  
 

 

 
Figure 8: Comparison of future predicted and actual records 
of NGS building gas consumption (top) and electricity 
consumption (bottom) for day-ahead forecasting. 

Figure 8 shows the results of comparative analysis of 
ANN-predicted estimates (hour-ahead) of gas and 
electricity energy consumption at the NGS over 
randomly selected hourly samples of future data. 

These future data were saved and kept separate from 
the initial ANN model development. 
The R for separate ANN forecast models for NGS 
building’s electricity usage and gas usage was 0.92 and 
0.73, respectively, in the case of day-ahead forecasting. 
Similarly, for hour-ahead forecasting, the R for 
separate ANN models for NGS room T and RH was 0.97 
and 0.99, respectively. 
 
4. CONCLUSION 
It was observed that the prediction models for hour-
ahead forecasting performed stronger compared to 
the same for day-ahead forecasting for all the cases of 
outdoor weather parameters, indoor microclimatic 
parameters, and NGS energy consumption parameters. 
This can be justified to the fact that the ANN models 
trained for hour-ahead forecasting had a significantly 
greater number of data samples available for training, 
due to higher sampling frequency and hence more 
data samples over the same period of study.  
The outdoor weather forecast models performed 
satisfactorily with R-value in the range of 0.85-0.9. This 
can be improved by including more influencer data 
such as wind speed, wind direction, rainfall, solar 
activity, and cloud cover. These data were not 
available at the time of this study and it only involved 
time-based parameters (day, month, year, and hour) 
as inputs for model training. 
The room parameters (air temperature and RH inside 
NGS) exhibited the best performance, with 
significantly high R-value of about 0.99, consistently 
over the period of study. This is due to the availability 
of a lot of data samples for various influencers 
affecting room temperature and RH.  
The NGS energy consumption results experienced the 
poorest of all the cases as far as performance is 
concerned. This is due to the fact that the energy 
information available for the study was on monthly 
scale for electricity and daily case for gas consumption. 
These estimates were split into hourly and daily cases 
with the help of several assumptions. These 
assumptions affected the ANN performance. In future, 
this can be improved by making detailed information 
available from the energy suppliers for both gas and 
electricity consumption. 
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ABSTRACT: The concern about the increasing consumption and the greenhouse gases emissions associated with 
heating, ventilation and air-conditioning applications in the residential sector has led to the search for solutions 
that can mitigate these adverse effects. Thermal energy storage with phase change materials is presented as an 
attractive solution because it allows storing large amounts of energy in small volumes and it can be adapted to 
meet the cooling and heating needs of a building. In this work, we detail the design, manufacture, and 
experimental tests of a prototype of an air-PCM unit with a tube bundle geometry. These tests were carried out 
on a plus energy house prototype located in the South of France, during the summertime of 2017. The thermal 
performance of this air-PCM unit was evaluated through indicators such as the indoor air temperature and the 
operating time of the unit. The results suggest that the air-PCM unit limits the indoor temperature rise during the 
unit operating time, keeping a temperature value around the upper thermal comfort limit.   
KEYWORDS: Phase change material, energy storage, summer thermal comfort, natural ventilation, buildings.    

 
 

1. INTRODUCTION  
The increase of the world energy consumption 
represents a significant concern nowadays, 
considering that still in 2015, 82% of the energy 
production was based on fossil fuels.  Additionally, the 
residential sector represented around 22% of the total 
energy consumption, which was associated with 17% 
of CO2 emissions [1].  Most of the energy demand for 
this sector comes from heating, ventilation and air-
conditioning applications (HVAC), making them a 
major contributor to global greenhouse gas emissions.  
The balance of the current situation increases the 
pressure to adopt actions, such as those established 
recently at the Paris Agreement (COP21), that limits 
the increase of the greenhouse emissions to avoid 
climate change, by holding the increase in the global 
average temperature to well below 2°C [2].  
Therefore, the reduction of energy consumption 
related to HVAC, and the improvement of the 
efficiency of technologies used in these applications is 
a current trend. One example of these technologies is 
the use of thermal energy storage systems as a source 
of cooling and heating in the buildings. 
The inclusion of phase change materials (PCM), as part 
of thermal energy storage systems, has increased 
during the last years, because they allow storing large 
amounts of energy in reduced volumes. PCM can be 
included as part of the building’s envelope, working as 
a passive system that could increase the thermal 
inertia of the building reducing the energy 
consumption. Its operation can also be found as part 

of an active cooling system. The main advantage of 
these active systems with PCM is that they can be 
controlled to match their use with the peak load 
periods, contributing to the reduction of the primary 
energy consumption in cooling applications. Also, 
these active systems can be well adapted to already 
existing buildings, where the cooling needs can be met 
by taking advantage of the large thermal energy 
storage in the PCM, without the need of refurbishing 
the structure of the building. This presents a major 
advantage regarding the passive systems where the 
PCM is included in the main structure of the building. 
Furthermore, active systems usually dispose of 
macroencapsulation for storing the PCM, allowing 
large amount of PCM in small volumes, and thus to 
proper efficiency-compacity rate if we compared with 
such rates for passive uses of PCM. In the present work, 
our focus is on active systems.  
The melting temperature of the selected PCM must 
match the environmental conditions: it must be lower 
than the diurnal outdoor temperature, to be able to 
store the surplus heat from the air.  
Active PCM systems present three operation modes 
during the day. First, during the daytime when the 
indoor temperature rises above the comfort limit, the 
system is activated. This activation allows the hot 
indoor air to pass through the air-PCM unit. While this 
happens, the PCM absorbs the surplus heat from the 
air. When the PCM reaches the phase change 
temperature, the PCM begin to melt. Since the air 
loses heat to the PCM the air will present a lower 
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temperature at the outlet of the air-PCM system, 
cooling down the place to the comfort temperature. 
This operation mode of the air-PCM unit corresponds 
to the cooling of the air or cooling cycle. 
After a cooling cycle, the PCM are in a liquid state and 
they need to be regenerated in order to be available 
for next use. Then, the second operation mode, the 
regeneration of the PCM, occurs during the nighttime. 
When the outdoor air is lower than the phase change 
temperature, the system is activated, forcing this 
colder air to pass through the air-PCM unit. This air 
takes away the surplus heat stored in the PCM. When 
the phase change temperature is reached, the 
material begins to solidify. Finally, the last operation 
mode consists of the standby periods of the system, 
which occurs in between the active periods, when the 
system is not under operation. Indeed, the least 
amount of losses to the surroundings is desired during 
this operation mode. 
In the present study, an air-PCM unit prototype was 
designed and built. It was tested as a cooling unit in a 
plus energy house (PEH) prototype, called Sumbiosi. 
This study aims to characterize the system behavior 
during a typical summer day in Bordeaux, France. The 
performance of this air-PCM unit will be evaluated 
through thermal performance indicators such as the 
operation time and the indoor air temperature of the 
place. 
 
2. AIR-PCM HEAT EXCHANGER UNIT 
2.1 Design of the unit: 
The main design parameter of an air-PCM heat 
exchanger is the selection of the PCM itself. It plays a 
vital role because, if it is not selected correctly, the unit 
will not work under the building conditions as a latent 
heat storage system.  
There is a large variety of commercial and non-
commercial materials that are considered as PCM. For 
building applications, as cooling and heating, these 
materials should meet specific criteria that make them 
suitable. For instance, for cooling applications, the 
range of melting temperature of those materials 
should match the range of human comfort which is 
quite limited and within 23°C and 27°C during 
summertime [3]. Besides, it is also desired that this 
phase change occur isothermally to guarantee 
temperature stability at the outlet of the unit.  Further, 
the melting point selection depends mainly on the 
amplitude of the ambient air temperature oscillation 
of the diurnal temperature [4], rather than the average 
ambient temperature of the region where the system 
is installed [5].  
Since the choices of PCM that match the criteria for 
achieving a good performance as storage material are 
limited, usually the shape of the container and the 
geometry distribution are chosen as the design criteria 
for enhancing the thermal performance. A suitable 

design choice of the air-PCM unit that fits the needs of 
the building can ensure the supply of the cooling 
demand during a day in the summertime. Therefore, 
the choice of containers and quantity, in relation with 
the local climate, is the key to success for the air-PCM 
unit to cover between 80 and 90 % of summer cooling 
needs [6]. 
The air-PCM unit used in here has been designed and 
built at the Institute de Mécanique et d’Ingénierie de 
Bordeaux (I2M). We went through a design process 
that aimed to enhance the thermal performance of the 
unit regarding the selection of the container and 
geometrical distribution, resulting on a tube bundle 
geometry with the possibility of an in-line or staggered 
arrangement of such tubes [7].   
 
2.2 Air-PCM unit description: 
Once the design was complete, we proceeded to 
establish the requirements and specifications for the 
construction of a prototype adapted to perform tests 
under in-situ conditions, where the following are the 
most important of them:  
The dimensions and weight of the unit must allow 
manual transport so that one person can push it with 
the help of wheels. 
Aluminum as envelope material for the unit, due to the 
simplicity of fabrication and weight, accompanied by 
polystyrene insulation to minimize the heat losses. 
Use of commercial paraffin. 
Electricity consumption as low as possible consisting of 
four fans that ensure the passage of hot air through 
the unit. 
A staggered distribution of 288 tubes (6 plates x 
48 tubes) that maximizes the thermal performance 
and limits the weight of the unit.  
PET tubes with a diameter of 2cm as PCM containers.  
The proposed design is presented in figure 1, where 
sub-figure a and b presents the 2D and 3D plans of the 
air-PCM unit design, respectively. These plans were 
made in Catia®, which eased the fabrication process 
since it could be associated with the machinery by 
directly loading the plans and then facilitating the 
production of each piece. The trimming of the 
structure, the assembly and the filling of tubes with 
PCM was performed in the laboratory. Figure 2 
presents the trimming process (a), a piece of the 
structure (b), the PCM containers (c), and the final air-
PCM unit (d). Note here that the constructed air-PCM 
energy storage unit is a demonstrative one. Its 
external dimensions (0,7m x 0,36m x 0,4m) are directly 
linked with the height of the PCM container (0,27m), 
and with the amount of PCM (less than 30kg) 
according with the target energy storage capacity. 
These containers were especially developed for these 
thermal applications are very low costs, air-tight and 
provide architects with free choice of integration in 
any reservation in buildings internal volume. For 
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instance, Rouault et al. [6] integrate its PCM unit in the 
ground and a sitting of the living room of a positive 
energy family house. 
 

 
Figure 1: (a) Mobile System 3D Plans in Catia®, (b) 2D main 
structure of the air-PCM unit in Catia®. 
 

 
Figure 2: Fabrication of the air-PCM unit: a) folding of the 
metallic structure, b) base piece of the structure, c) 
placement of the PET tubes during assembly, and d) final air-
PCM unit. 

 
One side of the unit consists of a plexiglass plate, 
allowing a visual track of the melting inside the unit 
since the tubes are also transparent. The indoor 
airflow across the PCM unit is ensured by four DP200A 
Sunon fans (22W, 44 dB, 95 CFM).  
The selected PCM is an organic-inorganic mixture 
fabricated by Rubitherm® under the commercial name 
SP25E. This material could be corrosive, making PET a 
suitable material for PCM containers. Regarding the 
thermal properties, this PCM presents a melting range 
of 24°C to 26°C, an estimated density of 1500 kg·m-3  

for both phases, a heat storage capacity of 190 kJ·kg-1 
and a specific heat capacity of 2 kJ·kg-1·K-1 [8]. The unit 
was filled up with 28kg of this PCM.  
 
3. PLATFORM DESCRIPTION AND METHODOLOGY 
3.1 Experimental platform 
The PEH prototype located in Gradignan, Bordeaux, at 
the southwest of France, was used as an experimental 
platform for the present study during the summer of 
2017. This house was designed and constructed for the 
Europe Solar Decathlon 2012 competition [9], later 

becoming an experimental platform for research 
purposes. A schematic of this PEH experimental 
platform is presented in figure 3.  

 

 
Figure 3: Experimental platform schematic. a) West-side 
view of the house showing the location of the unit inside the 
house and sensors distribution.  b) Top view of the house; the 
colored dots symbolize the position of the temperature and 
velocity sensors.  
 

The house envelope consists of a wooden façade, 
made out of maritime pine, with thermal insulation of 
32 cm at the floor, ceiling and North façade, and 
between the living places and to the outdoor cabinets 
at the East and West façades. These outdoor cabinets 
act as thermal buffer spaces between outdoor thermal 
conditions and indoor thermal comfort conditions, 
especially in summer when these buffer spaces quite 
fully nearly avoid any thermal overheating during 
afternoons (and in early mornings). The South façade 
contains large double-glazed windows. The thermally 
heavier-weighted of the house envelope is located on 
the floor due to the presence of a concrete slab within 
it.  
Moreover, the house has ten bottom-hung openings 
to promote the establishment of different natural 
ventilation strategies by choosing suitable opening-
closing configurations. These openings are distributed 
as follows: four on the South façade, four on the North 
façade and two at the shed-roof. Each window 
disposes of blinds to limit the entry of solar radiation 
to the indoor environment of the house. 
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3.2 Metrology 
To describe the physical phenomena and the thermal 
behavior of both systems (the house and the air-PCM 
heat exchanger), temperature, velocity and heat flux 
sensors were placed in different locations within the 
house. The unit was placed near the openings located 
at the South facade, at the height of 0,76 m. The 
indoor temperature was measured at the height of 
1,70 m, as shown in sub-figures a and b of figure 3.  
Figure 4 shows, the position of the air-PCM unit within 
the house along with the following elements: (a) the 
natural ventilation openings; (b) the rheostat, to 
control the airflow rate in the air-PCM unit, which is 
connected to four fans at the inlet of the unit (c); (d) 
one of the locations of a couple of black and shiny heat 
flux meters to measure the heat losses; (e) the air 
temperature measurement point at the unit outlet, 
and (f) the airspeed measurements. During the 
standby periods, an insulating polystyrene plate is 
placed at the outlet to avoid losses through it. 
Type T thermocouples were installed to measure the 
outdoor (Toutdoor) and indoor air (Tindoor) temperatures, 
as well as, the inlet (Tin) and outlet (Tout) temperatures 
in the air-PCM unit (see figure 4). In order to know the 
PCM’s state during the cycle, two thermocouples were 
placed inside two tubes: one tube (Tpcm1), was located 
in the second-third of the heat exchanger (in the 
middle of the 17th row) and the other one (Tpcm2), on 
the last row of the exchanger. Finally, the air 
temperature within the air-PCM unit was measured in 
two locations. The first measurement point was 
located between 8th and 9th rows, and the second 
between 16th and 17th rows (Tair1 and T air2, 
respectively).  
 
Figure 4: Air-PCM unit near the South façade at 0,7 m high 
from the floor: a) the natural ventilation openings, b) power 
source, c) inlet, d) heat flux meters at the plexiglass side, e) 
outlet temperature measurement and f) airspeed 
measurement at the outlet. 

 
 
3.3 Testing protocol 
The empirical performance of the unit was evaluated 
through thermal indicators. The indoor temperature 
(Tindoor) achieved during the operation time of the unit 
(Δtop) is a good indicator of thermal comfort [9], and 
therefore, it was selected for the evaluation. From the 

operating time, we can also determine the electrical 
consumption of the unit and the energy savings.  
The thermal comfort was defined by a temperature 
range, being 27°C at the upper limit. For this reason, 
this temperature value was selected as a set-point 
value to begin the PCM unit operation. This choice 
agrees with the Art. R. 131-29 of the French 
Construction and Housing Code, which states that - “In 
rooms in which a cooling system is installed, it must 
only be put into operation or kept in operation when 
the internal temperature of the rooms exceeds 26 °C” 
[10].  
The PCM regeneration is activated when the inlet 
temperature of the unit is lower than the solidification 
temperature of the selected PCM (24°C). Hence, to 
promote this PCM regeneration, a night natural 
ventilation strategy is launched, which consists of 
opening the bottom-hung openings, and the east and 
west, large double-glazed windows at the south façade, 
to take advantage of the cold outdoor air.  
 
4. EXPERIMENTAL RESULTS AND ANALYSIS 
In order to ensure suitable conditions for the 
operation of the air-PCM unit, the weather forecast 
was used to evaluate in which days the predicted 
outdoor air temperature was sufficiently low to 
guarantee the solidification of the PCM and also the 
system operation during the next selected day. Figure 
5 shows the weather forecast for August 14th and the 
next 13 days, for Gradignan in France. It can be 
highlighted in this figure that for August 22nd, the 
predicted outdoor air temperature was above 30°C. 
Besides, during the nighttime of the previous days, the 
temperatures were expected to be low enough which 
could ensure a total solidification of the PCM. 
 

Figure 5: Weather forecast for Gradignan, France (consulted 
on August 14th, 2017).  
 

Figure 6 shows the outdoor and indoor air 
temperature measurements obtained from August 
22nd to August 24th, 2017. 
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Figure 6: Indoor and outdoor air temperatures profiles, from August 22nd to August 24th, 2017. Temperature color code: orange: 
outdoor air temperature, purple: indoor air temperature. Gray zone: air-PCM unit is active; orange zone: natural ventilation (NV) 
is coupled with active air-PCM unit.   

 
 It can be observed in figure 6 that even if the outdoor 
air temperature (Toutdoor) reached high values (36°C), 
the indoor air (Tindoor) remained within the thermal 
comfort range established.  Around 3:00 p.m. August 
22nd, the air-PCM system was activated, once Tindoor 
reached 27°C, the openings and doors remaining 
closed. At this time, the outdoor air temperature 
reached its maximum value for the day. The use of this 
air-PCM unit helped to maintain the indoor air 
temperature (from 3:00 p.m. to 6:00 p.m., when 
Toutdoor >Tindoor ), or act to diminish this indoor air 
temperature (from 6:00 p.m. to 11:00 a.m. the day 
after when Toutdoor <Tindoor ). 
Note that the maximum value of the outdoor air 
temperature predicted by the weather forecast during 
August 22nd day (31°C in fig. 5) was  smaller than the 
temperature recorded (36°C in fig. 6); for that reason, 
we did not initially plan a PCM regeneration operation 
during the night between August 22nd and August 23rd. 
Since we did not regenerate the PCM after using the 
air-PCM unit during the daytime of August 22nd, thus 
the unit was not able to maintain the indoor air 
temperature during August 23rd day, and this indoor 
air temperature value overpassed the 27°C 
temperature set value. Then, during the night 
between August 23rd and August 24th, in order to 
refresh the experimental house platform and 
regenerate the PCM, a nocturnal natural ventilation 
strategy was carried out; the indoor air was able to 
regenerate the PCM about 2:00 a.m. on August 24th, 
when indoor air temperature value passed under 24°C. 
In figure 7 is shown the air-PCM unit temperatures. In 
here, we can observe that the indoor air temperature 
decreased after the activation of the unit during more 
than half an hour and then increased again, but slower, 
if it is compared to the slope before the air-PCM unit 
activation. The temperature increasing slope changed 

from a 0,005°C·min-1 before 3:00 p.m. to an average 
value of 0,001°C·min-1 value after 3:30 p.m. This 
thermal behavior (regarding the indoor air 
temperature) suggests that, even if the PCM unit is a 
small one, compared to the house volume (136 m2), 
presents a positive effect on the indoor thermal 
comfort.  

 
Figure 7: Temperature profiles for the air-PCM unit during 
August 22nd, 2017. Temperature color codes: magenta:  inlet 
of the unit, green: outlet, yellow and purple: the air 
temperature at one third and two-thirds of the unit, orange, 
and cyan: PCM of a tube located in the middle of the 17th row 
and on the last row, respectively. The gray zone:  the air-PCM 
unit was active. 
 

Furthermore, the isolation at the outlet allowed 
maintaining an almost constant value in the 
temperatures of the PCM before the activation of the 
unit, which was also reflected in the outlet 
temperature. This is convenient regarding heat losses 
during periods of standby of the unit. 
Regarding the PCM behavior, it can also be observed 
that the unit outlet air temperature, Tout, is governed 
by the PCM temperature (Tpcm1 and Tpcm2), showing a 
difference between them of about 0,5 °C. Besides 
according to the PCM temperature measurements, a 
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sensible storage component is shown for this material, 
which is in agreement with the data provided by the 
PCM manufacturer. Moreover, the operating time of 
the unit, Δtop, is approximately 8 hours (from 3:00 p.m. 
to 11:00 p.m.), observed in the figure within the grey 
zone. 
Furthermore, a temperature stratification within the 
house was observed: when the unit was not in service, 
the air temperature value at 0,7 m from the floor was 
smaller than the one at 1,7 m (Tin < Tindoor).  This air 
stratification of around 0,8 °C·m-1, may suggest that 
placing the unit in a higher position, improve airflow 
distribution. During the unit operation time, the air-
PCM unit ensured satisfactory thermal conditions; this 
means, indoor air temperature around or less the 
temperature comfort condition established at the 
beginning of the experiment. Although considering the 
thermal inertia of the building, this unit should have 
been activated before the indoor air temperature 
value reached the 27 °C set value. 
Figure 8 shows the temperature profiles during the 
PCM regeneration process. Once the night natural 
ventilation strategy was activated (around 9:00 p.m.), 
the temperature within the unit began to decrease. 
We can observe that the outlet air and the PCM 
temperatures decrease until about 4:00 a.m. when the 
PCM reached a temperature of 23°C. This behavior is 
also in agreement with the data provided by the 
manufacturer.  

 
Figure 8: Temperature profiles for the air-PCM unit between 
August 23rd and August 24th, 2017 Temperature color codes: 
magenta:  inlet, green: outlet, yellow and purple: the air 
temperature at one third and two thirds of the unit, orange 
and cyan: PCM of a tube located in the middle of the 17th row 
and on the last row, respectively. The orange zone:  the air-
PCM unit and the natural ventilation were actives. 

 
5. CONCLUSION AND PERSPECTIVES 
This study was carried out with the aim of achieving an 
understanding of a PCM unit behavior under real 
condition inside a house. The results suggest that the 
air-PCM unit limits the indoor temperature rise during 
the unit operating time, keeping a temperature value 
around the upper thermal comfort limit. The operating 
time of the unit was greater than the minimum 

required to maintain the thermal comfort conditions 
in the house. It also points out that the vertical 
position of this unit may influence minimizing the 
temperature stratification. 
As future work it must be considered a higher 
placement of the unit to get a better distribution of air 
in the room. Also, include tests during different 
seasons of the year to observe other operations of this 
kind of systems. Besides, the starting setpoint of the 
tests could be changed to a lower temperature in 
order to observe the operation of the unit for a longer 
time. 
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ABSTRACT: This paper aims to investigate the implications of present and future bioclimatic potential of passive 
heating and cooling design strategies for future climate change scenarios for a location within a composite climate 
zone of India. Weather data for the future climate scenarios were developed for A2 (medium-high) scenario of the 
Intergovernmental Panel on Climate Change (IPCC) for four scenarios, namely TMY(Typical Meteorological Year), 
2020, 2050 and 2080. The impact of the changing bioclimatic potential on annual heating and cooling energy load 
was quantitatively evaluated at the building level. A case study residential building was used for calibration and 
validation of the bioclimatic potential using building simulation technique. Results show a strong correlation 
between the annual passive heating and cooling potential and the corresponding annual heating and cooling 
energy load for the changing climate scenarios. A decrease in passive heating potential from 948 hrs. to 232 hrs. 
and an increase in passive cooling potential from 3477 hrs. to 4165 hrs. was observed. An overall 150% increase 
in annual cooling energy load and a 100% decrease in annual heating energy load (in Kwh/m2) was observed if 
residential buildings continue to be operated in the same manner as it is done today.  
Keywords: Bioclimatic potential, climate change, passive heating and cooling, Composite climate, India. 

 
 

1. INTRODUCTION  
Climate is a major determinant for designing energy-
efficient buildings. The recent Assessment Report (AR5) 
[1], by Intergovernmental Panel on Climate Change 
(IPCC) for mitigation of climate change, identifies 
maximization of passive features such as day-lighting, 
passive heating, cooling strategies as an essential step 
towards the design of low energy buildings. Passive 
heating and cooling design strategies must be 
developed considering the local climate. The 
importance of bioclimatic potential in relation to 
climate change and building energy performance has 
been well highlighted in some recent studies [2-4]. For 
example, in the study by Pajek and Kosir [2], the 
authors highlight the importance of re-evaluating the 
bioclimatic potential of any location in relation to 
climate change as it can have a major impact on indoor 
thermal conditions in buildings. Buildings need to be 
designed to adapt themselves to the future climate 
change phenomena and for this purpose bioclimatic 
passive heating and cooling design strategies will have 
to be re-evaluated for the future climate change 
scenarios.  
This paper aims to investigate the impact of changing 
climate scenarios on the bioclimatic potential of 
passive heating and cooling design strategies. Further, 
their subsequent implications on indoor thermal 
comfort and annual heating and cooling load for a case 
study residential building located in Bhopal within a 
composite climate zone of India is also investigated. 
The A2 (medium-high) scenario of the 

Intergovernmental Panel on Climate Change (IPCC) is 
used in this study to generate the climate change 
scenarios for future time slices namely, 2020, 2050 
and 2080. 
 
2. METHODOLOGY OF STUDY 
The methodology of the conducted study is given 
below.  
 
2.1 Climatic data and Climate change scenarios  
The climatic data for this study is taken from the 
recently developed Typical Meteorological Year (TMY) 
hourly weather data files, by the Indian Society of 
Heating Refrigeration and Air Conditioning 
Engineers(ISHRAE). The Climate change world weather 
file generator (CCWorldWeatherGen) utility tool [5] is 
used to generate the future climate change scenarios, 
namely 2020, 2050 and 2080, for the climate of Bhopal, 
India using the base TMY hourly weather data file.  
 

2.2 Bioclimatic potential for present and future 
scenarios 
Bioclimatic potential is defined as the effectiveness of 
a passive strategy to extend or provide additional 
comfort conditions in a typical year over and above the 
existing base comfort conditions in a particular 
location. The bioclimatic potential was evaluated as a 
function of the effectiveness of passive heating and 
cooling design strategies in hours, namely Passive 
solar heating potential (PSHP hrs.) for passive heating 
and Natural ventilation potential (NVP hrs.), Direct 
evaporative cooling potential (DECP hrs.) for passive 
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cooling. This was done at the climate level as well as 
the building level using a bioclimatic analysis tool 
(Figure 1) developed by the author in a recent study 
[6].  
 

 
             Summer comfort boundary;    Natural ventilation boundary (1.5 

m/s); 
              Winter comfort boundary;       Evaporative cooling boundary;  

 Passive solar boundary;     

Figure 1: Bioclimatic chart showing outdoor conditions for 
TMY base scenario-Bhopal, Composite climate-India. 

 
The bioclimatic tool is essentially a bioclimatic chart 
consisting of the base comfort zone and the passive 
design zones namely, passive solar heating, direct 
evaporative cooling and natural ventilation. This tool 
has been developed in MS-Excel. Each climatic data 
point is plotted on the Cartesian coordinate system 
with dry bulb temperature on X-axis and Humidity 
ratio on Y-axis. The base comfort and passive heating 
and cooling potential is assessed by calculating the 
total number of hourly climatic data points identified 
within a given boundary or envelope of that strategy. 
The annual bioclimatic potential is calculated using the 
equation (1) given below:  

Cy = (
Py

8760
)  x 100          (1) 

 
where Cy is comfort potential (in %) for a year and 
             Py  is the number of climatic data points 
identified within a given boundary (for either base 
comfort or passive heating or cooling zones). 
The acceptable temperature ranges for the passive 
heating and cooling boundaries were calculated using 
the IMAC (Indian Model of Adaptive Comfort) model 
for adaptive comfort [7]. This adaptive model of 
thermal comfort has been incorporated in the recently 
revised National Building Code (NBC-2016) of India. 
The adaptive comfort equation for the IMAC [7] for 
naturally ventilated buildings is given below in 
equation (2). 

Tc = 0.54 To + 12.83                      (2) 
       where Tc is the Neutral or comfort temperature in 
°C and To is the 30-day outdoor running mean air 
temperature ranging from 12.5 to 31 °C.  

The calculated adaptive comfort temperatures for the 
hottest and coldest month for the city of Bhopal are 
given in Table 1 below: 
Table 1:Indoor adaptive comfort temperatures (in °C) in 
hottest and coldest months for Bhopal, India. 

For 90% 
Acceptibility 

Range Dec Jan May Jun 

Max (in °C) 26.2 25.1 32.6 33.2 

Min (in °C) 21.5 20.4 27.8 28.4 

 
The adaptive comfort temperatures given above in 
Table 1 indicate the temperatures at which occupants 
living in naturally ventilated buildings make 
themselves comfortable after having applied their 
adaptive actions like opening of windows, switching on 
ceiling fans, closing curtains or blinds, etc as per 
seasonal requirements. The lowest temperature 
occurs in January (winter) and the highest 
temperature occurs in the month of June (Summer). 
The lowest adaptive temperature is used to define the 
lower limit of the passive solar heating boundary and 
the highest adaptive temperature is used to define the 
upper limit of the natural ventilation zone. This highest 
adaptive temperature is below the skin temperature 
and hence is the maximum limit beyond which 
occupants would feel discomfort due to hot blowing 
winds in summer. A detailed discussion on the 
development of the tool can be found in the previous 
study by the author [6].  
The hourly climatic data for the future climate change 
scenarios, namely 2020 and 2080 was plotted on the 
bioclimatic tool using the above method to generate 
the bioclimatic charts for the future scenarios. These 
bioclimatic charts are shown in Figure 2. 

 
             Summer comfort boundary;    Natural ventilation boundary (1.5 

m/s); 
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              Winter comfort boundary;       Evaporative cooling boundary;  
 Passive solar boundary;     

Figure 2: Bioclimatic charts showing outdoor conditions for 
2020 and 2080 scenarios-Bhopal, Composite climate-India. 

2.3 Building calibration 
An unoccupied conventional duplex residential 
building (Figure 3) is considered as case study for the 
purpose of calibration.  

 
Figure 3: Case study house monitored for calibration. 

 
Hourly indoor and outdoor temperatures were 
measured simultaneously for the period of 2 months 
on the first floor bedroom facing the balcony. The 
same building was modelled in Designbuilder and the 
surveyed building envelope characteristics like wall, 
roof, glazing thermal properties and thicknesses, were 
specified in the simulation model.  The thermal 
properties and specifications of the building envelope 
components are given in Table 2. The building 
represents a typical conventional house typology 
without any passive features applied to it.  
A TMY data file, incorporating the in-situ hourly 
measured outdoor dry bulb temperature data for the 
monitored period, was created and used as the 
weather data file for simulating the model. Test 
simulations were run on an iterative basis and the 
results of the measured and simulated temperatures 
were compared. Statistical compliance (Table 3) was 
derived using two indicators, namely MBE (Mean Bias 
Error %) and CVRMSE (Coefficient of Variance of root 
mean square error %) as per the ASHRAE Std 14-2002 
guideline [8], which is currently the standard criteria 
for validating building energy simulation models [9]. 
The values from Table 3 indicate that if hourly 
temperatures are used for calibration then the 
permissible error range would be ±10 % for MBE and 
30 % for CVRMSE. In this study, the simulation model 
was calibrated using hourly air temperature.  
 
Table 2:Thermal properties of building envelope for case 
study residential building. (Source: Author) 

Building 
element 

Outside 
to inside 

Construction 
details 

U-value 
(W/m2-K) 

Main Wall                 
(190 mm 
Thk) 

LAYER 1 20 mm thk 
cement 
plaster 

 
2.26 

LAYER 2 190 mm thk 
Brick 

LAYER 3 12 mm thk 
cement 
plaster 

Partition 
Wall          
(90 mm Thk) 

LAYER 1 20 mm thk 
cement 
plaster 

3.13 
LAYER 2 90 mm thk 

Brick 

LAYER 3 12 mm thk 
cement 
plaster 

Roof 
 (130 mm 
thk) 

LAYER 1 20 mm thk 
cement 
plaster 

3.67 
LAYER 2 100mm thk 

RCC slab 

LAYER 3 12 mm thk 
cement 
plaster 

Floor LAYER 1 15 mm 
Ceramic 

Tiles 

3.80 
LAYER 2 100 mm thk 

PCC SLAB 

LAYER 3 12 mm thk 
cement 
plaster 

Window        
(SHGC=0.82, 
VLT=0.8) 

 
LAYER 1 

 
6 mm clear 

glass 
5.5 

Note: RCC- Reinforced Cement Concrete; SHGC- Solar Heat 
Gain Coefficient; VLT- Visible Light Transmission 

 
Table 3: Threshold limits of statistical criteria for calibration 
in compliance with ASHRAE Guideline 14. (ASHRAE Std 14-
2002) 
 

Statistical 
indices 

Monthly 
calibration 

Hourly 
calibration 

MBE (in %) ± 5 ±10 

CV-RMSE      (in 
%) 

15 30 

 
2.4 Annual heating and cooling energy load 
simulation 
The hourly weather data files for the above 4 scenarios 
were used for simulating the building model in 2 stages.  
In the first stage the building model was simulated in 
naturally ventilated (NV) mode. The simulated indoor 
operative temperatures and relative humidity values, 
representing the indoor conditions of the case study 
building were then plotted on the bioclimatic chart for 
all 4 scenarios. In the second stage the simulation was 
carried out in the AC mode with defined occupancy 
and AC operational schedules to simulate the annual 
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heating and cooling energy load. The input data for 
annual energy load simulation is given in Table 4.  
 
 
Table 4: Input settings for annual energy load simulation of 
case study building. 

Room Parameter  Details/ 
Specificatio

ns 

Bedroom 
02        

(First 
floor-
Case 
study 

building) 

i) Average occupation 2 persons 

ii) 
Internal 
thermal 
load 

Lighting 6 W/m2 

People 70 W/m2 

(Sedentary 
activity) 

iii) Ventilation mode Air 
Conditioning 
(AC) 

iv) AC 
settings 

HVAC system (type) Fan coil unit 
(4-pipe), Air 

cooled 
chiller 

Setpoint temperatures Heating 
setpoint- 22 

°C 
Cooling 

setpoint-  
24°C 

Efficiency  
 

Heating 
system 

seasonal 
COP 

0.85 

Cooling 
system 

seasonal 
COP 

1.80 

Usage 
(operation
al) hours 

Heating 
season 
(winter) 

Weekdays 
21.00 – 5.00 

hrs. 
Weekends 

21.00 – 5.00 
hrs. 

Cooling 
season 

(summer) 

Weekdays  
16.00 – 

24.00 hrs. 
Weekends 

12.00 – 
24.00 hrs. 

 
3. RESULTS 
3.1 Climate level assessment 
Based on the outdoor conditions as shown in Figure 2, 
the bioclimatic potential was calculated for the 4 
scenarios. The results are shown in Figure 4. The 
annual discomfort hours (Fig 4 a) in terms of % was 
found increasing for the future scenarios. Similarly the 
annual bioclimatic potential also varied with the 
changing scenarios. It was found that the passive solar 
heating potential (in %) (Fig 4 b) was steadily 
decreasing whereas the passive cooling potential 
(NVP+DECP in %) was steadily increasing for the future 

scenarios. This indicates that passive heating will have 
less applicability and buildings will be more cooling 
dominated in the future. 
 

 
a) Comfort-Discomfort Hrs. (in % of time in a year) 
 

 
b) Bioclimatic potential Hrs. (in % of time in a year) 
 Figure 4: Bioclimatic potential for present and future 
scenarios (in %)-Bhopal, Composite climate-India. 
 

3.2 Building model calibration 
The results of the performed hourly building 
calibration are given below in Table 5. MBE (in %) 
measures the bias between measured and simulated 
temperatures for each hour. Therefore it indicates the 
overall bias in the model across all data (measured and 
simulated). But since it uses the actual values and not 
the absolute values, it suffers from the cancellation 
effect because positive bias compensates negative 
bias. Hence CVRMSE is an additional measure of model 
error which overcomes the limitations of MBE. It 
measures the variability of the data and allows one to 
determine how well the model fits the data by 
capturing offsetting errors between measured and 
simulated temperatures. It  
does not suffer from the cancellation effect. The 
comparison between the measured and simulated 
hourly DBT (in °C) is shown in Figure 5. The values of 
MBE and CVRMSE for the simulated model are well 
within the standard criteria as defined in ASHRAE Std 
14 -2002 (Table 3).  
 
 
 
 

31.5 30.8 30.6 28.0

18.0 18.6 18.8 21.8

0.0

10.0

20.0

30.0

40.0

50.0

60.0

TMY Yr-2020Yr-2050Yr-2080

Ti
m

e
 o

f 
ye

ar
 (

in
 %

)

Climate change scenarios

DISCOMFORT- (%)

COMFORT (%)

24.3 25.5
27.8

31.6

15.3 16.0 16.5 16.0

10.8 9.1

6.3

2.6

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

TMY Yr-2020 Yr-2050 Yr-2080

Ti
m

e
 o

f 
ye

ar
 (

in
 %

)

Climate change scenarios

NVP- (%)

DECP- (%)

PSHP- (%)



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

179 

 
Table 5: Hourly calibration results for monitored period. 

Period of monitoring MBE      
(in %) 

CVRMSE 
(in %) 

1st March  to 29th 
April 2017 

-0.56 7.25 

 

3.3 Building level assessment 
3.3.1 NV- mode simulation: A further assessment was 
carried out at the building level to ascertain the indoor 
thermal conditions for the case study building for the 
4 scenarios. The indoor conditions are represented as 
the plot of hourly indoor operative temperatures (in °C) 
and humidity ratio (in g/Kg), as shown in Figure 7, 
obtained from the annual simulation in the NV mode. 
The indoor comfort and discomfort hours were 
calculated based on adaptive comfort criteria using 
the bioclimatic tool and is shown in Figure 6. The 
general observation shows that the indoor conditions 
follow the outdoor climatic conditions for all 4 
scenarios due to the poorly insulated building 
envelope leading to inefficient thermal performance. 
Another important observation shows that the 
buildings would be more cooling dominated in the 
future as was corroborated in section 3.1 in the 
climate level assessment. Architects and building 
designers will have to design new buildings or retrofit 
existing buildings considering passive cooling as the 
main paradigm of design for climate responsive 
buildings in India.  
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 

Figure 6: Comfort-discomfort hrs (in%) for case study building 
 

3.3.2 AC-mode simulation: In order to assess the 
impact of the bioclimatic potential on the annual 
energy consumption, an annual energy load 
simulation was run for calculating the annual heating 
and cooling energy load (in Kwh/m2). The simulated 
annual heating and cooling energy load (in Kwh/m2) 
and the corresponding annual Passive heating 
potential hours (PSHP in Hrs.) and Annual passive 
cooling potential hours (NVP+DECP in Hrs.) is shown in 
Table 6. The changing trend in the annual heating and 
cooling energy load (in %) is shown for the 3 changing 
scenarios in Figure 8. Observations from Table 6 and 
Figure 8 confirms the fact that if the case study 
building continues to be operated in the same way as 
it is done today, then it will lead to an increase in 
annual cooling energy load by almost 150% and a 
decrease in annual heating load by almost 100%.  
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Figure 5: Comparison of measured and simulated indoor DBT(in °C) of the monitored bedroom for simulation model. 
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Table 6: Simulated bioclimatic potential and annual heating 
and cooling load for Case study building 

 Climate 
scenarios 

TMY 2020 2050 2080 

Annual 
Passive 
heating 

potential                  
(PSHP in Hrs.) 

646 320 130 6 

Annual 
Heating 

energy load               
(in KWh/m2) 

5.1 2.31 0.61 0.02 

Annual 
Passive 
cooling 

potential           
(NV+DEC in 

Hrs.) 

4236 4628 4734 4669 

Annual 
Cooling 

energy load                 
(in KWh/m2) 

262.3 282.74 324.6 394.51 

 

Another important observation from Table 6 shows 
the relationship between the annual bioclimatic 
potential (in hrs.) and the annual energy load (in 
Kwh/m2). A decreasing passive heating potential (in 
Hrs.) shows a corresponding decrease in annual 
heating load (in Kwh/m2) if the case study building is 
operated only in the AC mode without applying any 
passive heating strategies (like direct heat gain 
systems). Similarly an increasing passive cooling 
potential (in Hrs.) shows a corresponding increase in 
annual cooling load (in Kwh/m2) if the building is 
operated only in AC mode without applying any 
passive cooling strategies (like natural ventilation and 
evaporative cooling systems) to the building. It is 
important to recall here that the selected conventional 
case study building has no passive strategies applied to 
it and is simulated as the base case.   
 

 
             Summer comfort boundary;    Natural ventilation boundary (1.5 

m/s); 
              Winter comfort boundary;       Evaporative cooling boundary;  

 Passive solar boundary;     

Figure 7: Simulated indoor conditions (in NV-mode) for case 
study residential building for TMY & 2080 scenarios 
 

 
Figure 8: Changing trend of annual heating and cooling 
energy load (in % over base case) for different climate 
scenarios. 
 

4. CONCLUSION 
This paper demonstrated a simple yet robust method 
to assess the bioclimatic potential and its implications 
on building energy consumption for present and 
future scenarios for a location within a composite zone 
in India. With the changing climate becoming warmer, 
buildings will have to be designed to be adaptable to 
future climate change in terms of passive cooling 
rather than passive heating. More such studies 
covering locations under different climate zones need 
to be conducted in order to assess their implications 
for climate responsive building design for a sustainable 
future and energy security in India.  
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ABSTRACT: The building sector is responsible for a significant consumption of natural resources. Sustainable 
buildings decrease environmental impact, such as energy consumption, soil, water, and air pollution. Raw soil may 
be an alternative for the sustainable development of the construction sector. Raw soil is cured without burning, 
mixed with Portland cement, pressed and stabilized to produce soil-cement blocks, which are regulated by the 
Brazilian Association for Standardization. In order to increase its acceptance and verify its efficiency as a building 
material for social housing, it is necessary to investigate its properties and performance. The present study aimed 
to evaluate the performance of an external vertical sealing system composed of hollow blocks of soil-cement 
without structural function following determinations of the Brazilian standards and focusing on habitability and 
sustainability requirements. Tightness against rainwater, water permeability, and durability through heat action 
and thermal shock tests were analyzed. The system met limits set by standards for tightness against rainwater, 
heat action, and thermal shock, but not for water permeability. The vertical sealing system composed of hollow 
blocks of soil-cement has potential to be employed in construction, although there is still much to be improved. 
KEYWORDS: Soil-cement, Performance evaluation, Habitability, Sustainability 

 
 

1. INTRODUCTION 
The building sector is responsible for a significant 
consumption of natural resources around the world. 
Sustainable buildings contribute to reducing 
environmental impact, such as energy consumption, 
soil, water, and air pollution. In this scenario, raw soil 
as a building material has become an alternative for 
the development of sustainable buildings. Raw soil is 
cured without burning and, when mixed with Portland 
cement, pressed and stabilized, produces soil-cement 
blocks that are an alternative for the development of 
sustainable buildings. The benefits of soil-cement 
blocks range from the manufacturing to the 
construction site, reducing embodied energy 
consumption. Soil can be obtained from construction 
sites, which reduces the need for transportation and is 
more easily incorporated into natural environments at 
the end of its life cycle. In addition, the equipment 
used to produce soil-cement blocks has low-cost as 
they do not require skilled labor, which is important 
aspect for developing countries, such as Brazil. Torgal 
and Jalali [1] reported that almost 50% of the 
population in the world lives in houses made of earth, 
most of which can be found in Brazil. Numerous 
studies have been carried out around the world aiming 
to evaluate and develop soil-cement as a building 
material. In this context, soil-cement is widely 
accepted as a suitable and reliable material, although 
due to specific features, its characterization is 
necessary, according to the local context.  
Soil-cement blocks are a standardized material by the 
Brazilian Association for Standardization (ABNT) [2]. 

Despite soil-cement quality, it is necessary to 
demonstrate its performance such as durability and 
structural stability, among others, as a result of a large 
variability of soil used in its composition, since soil 
varies extensively from site to site. The ABNT guideline 
[2] evaluates housing performance dealing with safety, 
habitability (e.g. water tightness factor), and 
sustainability (thermal behavior). In addition, the 
standards present the minimum requirements and 
criteria for external wall system (EWS) and laboratory 
tests for habitability and sustainability.  Therefore, the 
present study aimed to evaluate the performance of 
an EWS composed of hollow soil-cement blocks 
without structural function. Additionally, it also 
focused on building one-floor single-family social 
housing while following Brazilian standards and 
focusing on habitability and sustainability 
requirements.  
 
2. FUNDAMENTALS 
Adequate soil-cement techniques depend on soil 
composition and properties, including granulometry, 
plasticity, shrinkage, humidity, and compaction. For 
this purpose, various tests have already been 
consolidated and can be divided into two groups: field 
and laboratory tests. According to ABNT [2], soil-
cement is a homogeneous mixture composed of soil, 
Portland cement, and water in proportions established 
by standard, which is compressed by a press and 
hardened without burning in order to create blocks. 
The brick manufacturing process consists primarily of 
preparing the soil and mixture, molding, curing, and 
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storing. To estimate the components of the mixture, 
Brazilian standards [3] recommend the preparation of 
three different traits of soil-cement as well as 20 
massive blocks molded or leaked for each of them. The 
curing of the elements takes a minimum of 14 days, 
being that the first 7 days they have to be maintained 
wet. After that, the elements should be submitted to 
laboratory analysis to determine compressive strength 
and water absorption. The preparation of the mixture 
can be accomplished either manually or mechanically 
and can incorporate other materials, such as industrial 
waste.  
Brazilian standards [2] evaluate the housing 
performance by approaching: i) safety, ii) habitability, 
which evaluates tightness against water, thermal 
performance, acoustic and light performance, health, 
hygiene and air quality, functionality and accessibility, 
tactile and anthropodynamic comfort, and iii) 
sustainability, which analyzes  durability, 
maintainability, and environmental impact. In addition, 
the standards present the minimum requirements and 
criteria for EWS and laboratory tests for habitability 
and sustainability. The tests concerning EWS are 
presented in Table 1. 
 
Table 1. Occupants’ requirements and laboratory tests for 
evaluation of habitability and sustainability 

Occupants’ requirements Laboratory test according to 
Brazilian standards 

habitability/water 
infiltration and humidity 

rainwater tightness and 
permeability tests 

sustainability/durability 
and maintainability 

heat-shock test 

 
In Brazil, there are few studies addressing soil-cement 
performance and applying the standards to evaluate 
EWS, since building standardization has been recently 
introduced. 
Hattge [4] carried out a comparative study of the 
permeability of walls in ceramic blocks and in concrete 
blocks in order to analyze their performance in terms 
of moisture penetration. First, walls without coating 
and after coating with 1:1:6 mortar (cement, lime, and 
sand) of 1.5 cm in thickness on the outer face 
(submitted to water) and of 1.0 cm on the inner face 
were evaluated. The test to determine the rainwater 
tightness consisted of subjecting the specimens to a 
water film with pneumatic pressure on the surface 
through an airtight chamber of prismatic shape in the 
dimensions of 90 cm x 110 cm. The test was divided 
into two stages: the first test consisted of applying the 
water film without pressure, and the second one 
consisted of applying pressure of 260 Pa. The 
specimens were evaluated visually in both steps by 
marking the humidity stains on the opposite side of 
the water spray at the times of 5, 15, 30, 60, 90, 120, 
and 150 min for the first step, and 5, 15, 30, 60, 90, and 

120, for the second one. This procedure was different 
from the present study, which subjected the walls to 7 
h of water spray with a pressure of 50 Pa, as 
established in NBR 15575. Hattge [4] observed that the 
performance against rainwater tightness was 
satisfactory in neither ceramic nor concrete block 
walls without coating, since the area with moisture 
spots on the specimens at the end of the tests covered 
1/3 of the area (33.3%). The specimens of both coating 
systems showed no damp staining. 
Rodrigues [5] also analyzed the performance regarding 
water permeability, following the specifications of 
NBR 15575 [2]. In the same wall of ceramic blocks, 
different types of coating were tested (uncoated, 
acrylic sealer, acrylic sealer plus PVA paint, acrylic 
sealer plus acrylic sealer, acrylic sealer plus acrylic 
sealer and PVA ink and with acrylic sealer plus acrylic 
texture and acrylic paint) and coating mortar (ratio 
1:1:6, industrialized and ratio of 1:2:9). From 0 to 60 
min, none of the specimens complied with the limit of 
the standard. Oliveira; Fontenelle; Mitidieri Filho [6] 
presented the results of the thermal and thermal 
shock tests according to the Brazilian standards in two 
cold-formed and cold-formed steel profile walls fixed 
to the profiles with screws. The standard determines 
that horizontal cracks and shifts in the specimen that 
may hinder the performance of the external sealing 
system should not appear. Two conformations of the 
same wall were tested; however, the treatment of the 
joints between the sealing plates, dimensions of the 
test piece, and external bond (restriction of lateral 
movement of the wall) varied. The walls differed in the 
length of the section tested (1.20 m and 2.40 m with 
restriction in lateral movement), maintaining the same 
height (2.60 m). The results indicated that wall 1 (1.20 
m length without restriction) met the criteria of the 
standard, whereas wall 2 (2.40 m length with 
restriction) did not respond, indicating that the test 
recommended as standard may not represent the 
actual performance of the wall. Varisco [7] evaluated 
an EWS formed by blocks of autoclaved cellular 
concrete with no structural function according to heat-
shock standardized tests. The dimensions of the test 
piece were 1.80 m × 2.75 m × 0.10 m. The test resulted 
in 0.1 mm cracks on both sides of the specimen in the 
third heating and cooling cycle and the horizontal 
displacement was lower than the minimum criterion 
established in the standard. Varisco [7] also performed 
the rainwater tightness test for the same wall before 
and after the heat-shock test. The author verified that 
there were no spots on the opposite side of the EWS, 
reaching the level of intermediate or superior 
performance, which is in accordance with Brazilian 
standard.  
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3. METHOD 
The evaluated EWS consisted of hollow blocks of soil-
cement with dimensions of 25 cm × 7 cm × 12.5 cm (Fig. 
1). 
 

  
Figure 1: Soil-cement blocks.  

 
The soil was characterized based on Atterberg limits, 
soil plasticity, and sieving analysis, according to 
standards [8], [9], [10]. The characterization of the soil 
used in the bricks is presented in Table 2. 
 
 Table 2. Soil characterization according to Brazilian 
standards 

BRAZILIAN 
STANDARD 

REQUIREMENT CRITERIA RESULTS 

6.459 Atteberg limit ≤ 45 23.8 

7.180 Soil plasticity ≤ 18 18,0 

7.181 
Sieve analysis - sieve 
No. 4 (4.75mm) (%) 

100% 100% 

7.181 
Sieve analysis – sieve 

No. 200 (0.075mm) (%) 
10% a 
50% 

1.5% 

 
The proportion of mortar and soil was 87% of soil and 
13% of mortar. The water was dosed according to soil 
humidity.  
Two specimens with 1.25 m × 2.38 m were built and 
submitted to tests of habitability and sustainability. 
For the purposes of this study, the walls were named 
wall A and wall B. The constructive system of the 
specimens consisted of embedded soil-cement blocks 
seated with polymer mass, grafted at the lateral ends 
and at the vertical center axis. This formed columns 
with 0.98 m at the lower base and upper end, forming 
beams, with 8 mm iron reinforcement and filled with 
grout. After 24 h, the outside joint walls were grouted 
with mortar (Figure 2).  
The external surface was covered with three layers of 
waterproofing acrylic resin after the cement had been 
cured for 28 days. The grouting and waterproofing was 
only on the external face of the element. The drying 
period of resin was 120 days.  
 

 
Figure 2: Soil-cement specimens.  

 
 
In relation to habitability requirements, the water 
tightness factor was analyzed through rainwater 
tightness and water permeability tests. In terms of 
sustainability requirements, the durability factor was 
analyzed through the heat shock test [2].  
The rainwater tightness test consisted of subjecting 
the external surface of the wall to a continuous water 
flow rate of 3 liters per minute per square meter for 7 
h. This created a homogeneous and continuous film 
with the simultaneous application of a pneumatic 
pressure of 50 Pa on the exposed face. The test time 
was recorded visually with the use of a stopwatch for 
each test piece once the first moisture spot appeared 
on the face opposite to the water spray. The 
percentage of the moisture spot area at the end of the 
test in relation to the total area of the face that was 
not exposed to water spray was recorded. 
The maximum area of the moisture spot at the end of 
the test in relation to the total wall area was calculated 
and based on [2]. According to [2], moisture spots with 
an area below or equal to 10 % of the total area of non- 
structural walls are acceptable after seven hours of 
exposure. 
The water permeability test consisted of submitting a 
wall section to the presence of water with constant 
pressure by means of a box-shaped chamber coupled 
to the wall, with internal dimensions of 34 cm x 16 cm 
x height (Figure 3).  
 

 
Figure 3: Permeability test apparatus.  

 
To maintain constant pressure inside the chamber and 
measure the volume of water infiltrated in the 
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specimen (only wall B was submitted to the 
experiment), a burette graduated in cubic centimeters 
was used. This burette was embedded in the chamber 
in order for its mouth to tangle the water level inside. 
Then, when the water infiltrated the sample, the same 
volume of infiltrated water was replaced by the water 
contained in the burette. This process maintained the 
water level inside the chamber constant and allowed 
the quantification of the infiltrated water. Water levels 
were recorded at 30, 60, 120, 240, 360, and 1,440 min 
of assay [2].  
The heat-shock test consisted of submitting each 
specimen to 10 successive cycles of heating and 
cooling through radiant source and cold-water jets at 
20±5 °C. This was done in order to simulate the 
conditions of exposure of the façades during its 
lifespan (i.e. variations in temperature and humidity). 
Five thermocouples connected to a fieldlogger were 
installed over the surface exposed to the action of heat 
and thermal shock in order to record temperature 
variations. On the opposite side of the heating and 
cooling, an electronic deflectometer was installed in 
the center of the specimen in order to measure the 
instantaneous horizontal displacements (Figure 4). 
 

    
Figure 4: Apparatus for heat and shock test and position of 
termocouples.  

 
Brazilian standards [2] recommend that the EWS does 
not present instantaneous horizontal displacement 
above H/300 after 45 min of temperature stabilization 
in a plane perpendicular to wall, where H is the height 
of specimen. Additionally, fissures, detachments, 
blisters, and discolorations must not appear during the 
test. 
 
4. FINDINGS 
Considering the area of the specimens, the criteria for 
maximum area of moisture spots on the face opposite 
to the incidence of water, after the rainwater tightness 
test, is 0.2975 m² [2]. As both specimens were 
subjected to the rainwater tightness test before (T1) 
and after thermal shock test (T2), for nomenclature 

purposes, wall A was subdivided into Wall-A Test 1 
(WAT1) and Wall-A Test 2 (WAT2). The results for wall 
B was subdivided into Test 1 of Wall B (WBT1) and Test 
2 (WBT2) in the same way. Results obtained in this test 
are shown in Table 3. 
 
Table 3: Findings for rainwater tightness after seven hours 

Test/specimen wet area/indoor criteria ≤ 0.295 m2?  

WAT1  0.11 m2 Yes 

WAT2  0.23 m2 Yes 

WBT1  0.12 m2 Yes 

WBT2  0.14 m2 Yes 

 
 

 
Figure 5: Moisture spots observed.  
 

A continuous moisture spot was observed at the base 
of specimen due to lack of sealing in its borderline. This 
result indicates that, without the acrylic resin, the wall 
was not water tight (Figure 5). Nevertheless, the 
specimens satisfied stablished criteria both before and 
after the thermal shock.   
Comparing this result with Hattge [4], who evaluated 
brick and concrete blocks, the performance was better 
than soil-cement blocks. This difference can be 
associated to the use of outside and inside surfacing 
mortar.  
According to [2], the amount of water that can 
penetrate the EWS should not exceed 3 cm³ for a 
period of 24 h. Wall B did not meet the criteria for the 
water permeability test, as shown in Table 2. 
 
Table 2: Findings for water permeability 

time 
(min) 

0 30 60 120 240 360 1,440 

seep of 
hum. 
(cm3) 

0 36 11.6 17.8 18 16.5 54 

amount 153.9 cm3 

 
Comparing this result with the findings obtained for 
ceramic blocks [4] with mortar coating, the infiltration 
reached 2,925.00 cm³, and in concrete blocks with 
mortar coating, the infiltration reached 3,435.00 cm³, 
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higher values when compared to the system studied. 
The same was verified for ceramic blocks without 
mortar coating, but with different finishing layers, 
such as acrylic and PVA paint [7]. All specimens tested 
also failed to achieve the criteria specified by the 
standards.  
For the heat shock-test, the maximum instantaneous 
horizontal displacement allowed is 8.0 mm. Results for 
wall A and wall B are presented in Table 3.  
 
Table 3: Results for displacements for wall A and wall B 

  Wall A    Wall B  

cycles Dhi 
(mm) 

Dhr 
(mm) 

Dh 
(mm) 

cycles Dhi 
(mm) 

Dhr 
(mm) 

Dh 
(mm) 

1 0.85 0.21 0.64 1 0.95 0.43 0.52 

2 0.60 0.18 0.63 2 0.23 0.16 0.39 

3 0.51 0.03 0.66 3 0.34 0.16 0.50 

4 0.64 0.03 0.64 4 0.66 0.10 0.56 

5 0.73 0.03 0.73 5 0.52 0.04 0.48 

6 1.03 0.11 0.95 6 1.02 0.51 0.51 

 
The displacements of walls A and B are expressed, per 
cycle, in terms of Dhi, instantaneous horizontal 
displacement measured after 45 min of the 
temperature stabilized at 80±3 °C; Dhr, residual 
horizontal displacement measured after the wall 
reached 20±5 °C; and Dh, total horizontal 
displacement (Table 3).  
The maximum instantaneous displacement (Dhi) for 
wall A was 1.03 mm and wall B was 1.02 mm, both 
meeting the criteria. It was observed that, in all cycles, 
wall A practically returned to its initial position after 
cooling to 20±5 °C, which reveals that this specimen 
did not suffer significant Dhr. Similar behavior was 
observed in wall B, except in cycles 1 and 6, where 
there was pronounced Dhr (0.46 mm and 0.51 mm). 
After the test, a visual analysis identified that there 
were no occurrences of cracking, blisters, detachment, 
discolorations or any other damages that could 
compromise the performance of EWS, which is in 
accordance with the criteria by [2]. 
 
5. CONCLUSION 
The results indicate that the EWS evaluated met 
habitability requirements, water tightness factor, 
including after the heat-shock action test. This 
demonstrates that the system should remain sealed 
against rainwater with the time action. However, the 
criterion for water permeability was not met. The EWS 
also met sustainability and durability requirements as 
indicated in the heat-shock test, since the parameters 
indicated by [2] were met in all cycles. It was found 
that, in almost all cycles, the specimens practically 
returned to their initial position after cooling to 20±5 
°C, demonstrating that the EWS tested did not suffer 

significant horizontal displacement when exposed to 
the action of the heat. These results allow us to 
conclude that the constructive system evaluated has 
significant potential to be used as EWS, especially for 
low-income housing because it has lower costs than 
conventional systems. However, it needs to be 
improved, since one of the evaluated factors was not 
met. In addition, according to Brazilian standards, the 
EWS must satisfy structural safety, fire security, and 
others not mentioned in this study.  
An improvement of the system, considering water 
permeability, may be to stabilize the soil with more 
adequate proportions of cement [11]; more adequate 
compaction method [12]; the use of different stabilizer 
[13]; and the use of an external cement plaster layer, 
which increases the consumption of cement, making 
the EWS less sustainable.  
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ABSTRACT: The term "Profile" is often used in different disciplines to identify fundamental properties of an object, 
while analyzing future steps to use them. In this research, the concept of Energetic Profile for Existing Office 
Buildings and its features are presented. The Energetic Profile consists of seven architectural parameters ranging 
from macro to micro, taking into consideration its surrounding environment, the building’s morphological 
characteristics up to the typical floor plan design. The Energetic Profile enables the identification of energy saving 
opportunities and enables distinction between energetic-architectural typologies of office buildings which are not 
commonly discussed in environmental conscious standards. For each of the parameters a methodology was 
developed to investigate its total energy impact (divided into cooling, heating and lighting) in a theoretical office 
building located in a hot and humid climate. Performed case studies demonstrate the effectiveness of the tool to 
identify potential action directions for energy savings, compare design alternatives, and examine the influence of 
various construction phases of the building.  The case studies proved up to 50% in savings potential compared to 
current condition, when implementing the conclusions of the profile. Future contribution is expected as an auxiliary 
tool for designing also new office buildings. 
KEYWORDS: Energy, Lighting, Profile, Office, Design 

 
 

1. INTRODUCTION  
In many disciplines The term "Profile" is used to define 
and characterise an object or an idea, describing its 
main features: companies and corporations use 
Business Profile for firms or products to assess their 
assimilation into the market, employment agencies 
use Personality Profile -MMPI [1], to identify the 
suitability of a candidate for a job, and a Constructive 
Profile is used for testing a structure’s resistance to 
earthquakes [2]. 
In this research an Energetic Profile for existing office 
buildings was developed. It is based on a doctoral 
dissertation conducted at the Technion-Israel Institute 
of Technology [3]. Seven parameters comprise the 
proposed Energetic Profile: (1) Building’s environment, 
(2) Building’s envelope, (3) Compactness, (4) Form 
factor, (5) Flexibility, (6) Floor efficiency and (7) Space 
type division. The parameters are geometric and 
fundamental in nature, simulating the building in its 
construction stage, before finishing materials and 
building systems were added. The Energetic Profile 
enables the analysis of energy saving opportunities for 
different office buildings, identifying their unique 
characteristics.  
The study focuses on office buildings, which constitute 
a large and significant sector in the overall energy 
consumption of buildings [4] in the US, Israel and other 
countries [5], and can be extended to additional 
building types. 
A series of studies conducted by the New Buildings 
Institute indicate that lighting is a significant and 
potentially main factor for energy savings in office and 

commercial buildings [6]. Therefore efforts are being 
made to reduce the use of electric lighting by end users 
in office and exploit even a small part of the potential 
inherent in these savings. Energy consumption for 
heating and cooling are the other two major groups 
with a great potential for energy savings in office and 
commercial buildings [4]. This research focuses on 
reducing energy consumption in the areas of lighting, 
cooling and heating. 
The increasing environmental awareness in Israel and 
around the world led to the development of rating 
systems and standards according to green principles 
such as LEED and Israeli standards 5281 [7], 5282 [8]. 
In the United States, more than 32,500 commercial 
buildings were certified by LEED [9]. 
In a research conducted by Shaviv & Capeluto [10] it 
was concluded that climate conscious design already 
in the initial design stages, using passive and active 
means, form a better basis for achieving optimal 
energy saving and comfort conditions. In a new 
building, this basis can be created under appropriate 
environmental conditions, and in the absence of other 
functional constraints. In the case of an existing 
building, several parameters cannot be changed and 
other historical, constructive, architectural, 
psychological and functional considerations may 
influence the building’s potential energetic savings. 
Nevertheless, there are major opportunities for 
energy savings when the building is facing a change 
due to different reasons such as compliance with new 
standards, replacement of roof or part of façade, 
added wing, renovation and so on [11]. It is agreed 
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that in both cases the main energy savings lie in the 
early design stage or -in a given existing building- in its 
basic and fundamental architectural properties. 
Morphological design variables such as the building’s 
shape, size and proportion have a great influence on 
the building's life cycle and especially on the efficiency 
and flexibility of the building over time.  

 
1.1 Background: Office building design and energy 
consumption  
The office building is one of the most prominent icons 
of the 21st century. It is the most visible product in the 
city reflecting economic activity, technological 
progress, financial and social progress. 
The office building is an immediate consequence of 
employment patterns. Over the past four decades, the 
typology of the office building has changed along with 
the development of work patterns.  
The morphological differences between buildings and 
space types affect their energy consumption [3]. A 
skyscraper building with a typical open floor plan that 
serves high-tech companies is morphologically 
different from a three-story bank building with a 
closed plan in its design, function, daily use, type of 
envelope, size, shape, systems and other attributes. 
However, green building standards generally classify 
them under the same category and apply to them the 
same criteria for an energetic score. This has led to the 
need of creating an applicable energetic profile for 
office buildings  
 
2. RESEARCH GOALS  
The aim of this study is to create an Energetic Profile 
to help identifying opportunities for potential energy 
savings in existing office buildings. The main objectives 
are: 
1. Identifying the "DNA" of the building in accordance 
with its energetic, geometric and functional 
characteristics. 
2. Evaluating the hidden potential for energy efficiency 
in office buildings while using a fast, non-simulation 
based method, which is appropriate for use in many 
existing buildings. 
3. Creating a scale of values pointing on failures and 
opportunities for energy savings in the building. 
4. Developing a tool that can be implemented on any 
office building while keeping its unique characteristics 
and typology. 

 
3. METHODOLOGY 
A comprehensive literature review allocated different 
parameters influencing the energy consumption of an 
office building to groups such as geometric-non 
geometric, schematic-detailed, large scale-small scale, 
functional-architectural and long term-short term 
effect on the building’s life cycle. From these groups 

seven key parameters were identified. Each of these 
parameters was tested independently. As part of the 
methodology, new indicators were developed in place 
where the ones found in the literature were not 
sufficient. The analysis of each parameter was done 
performing a set of tests using ENERGYui [13], 
comparing the different cases in each parameter 
against the energy consumption in a theoretical 
building considering cooling, heating, lighting and total 
energy consumption. Each parameter was analyzed by 
a wide range of buildings scenarios. These parameters 
are:  
1. Building’s Environment (measured by SSA- Sky solid 
angle [12]). A detailed description of the analysis of 
this parameter is presented in Section 3.1. 
2. Envelope (WWR- window wall ratio and WFR- 
window to floor ratio). The combination of these two 
variables allows the analysis of buildings with various 
depths and floors’ height. WWR varied from 0-90%, 
while office depth changed from 3 to 16m. As part of 
this study, we developed a combination formula 
between WWR and WFR which connects the qualities 
of these two indicators together. 
3. Compactness (RC- relative compactness). This 
parameter refers the area of the envelope relative to 
the size of the building, through which one can learn 
about the meaning of the building’s form. We tested 
cases from low and wide buildings (30 office modules 
by 3 floors), to high rise and narrow buildings (3 office 
modules by 30 floors, office module defined by 8.20m/ 
8.20m/2.80m). 
4. Shape Factor (a specific indicator created for this 
purpose representing the relation between N-S to W-
E facades in different aspects). We analyzed from 
rectangular, cube or L shape buildings to amorphic 
buildings and their relation to orientation. 
5. Flexibility (Perimeter area/total floor area). Focuses 
on the analysis of a typical floor. The concept of 
Perimeter Area is used - a perimeter strip adjacent to 
an external wall that expresses the potential of the 
building to exploit its potential for natural ventilation 
and daylighting. We consider three depths: until 5m, 
between 5 and 8.2 m and beyond 8.2m. 
6. Floor Efficiency (Main area/total area). This 
parameter considers the ratio between main and 
service areas and its impact on building design and the 
total building’s energy consumption. The considered 
range varied from a ratio between main and service 
areas of 100% to 0, until 50% to 50% respectively. 
7. Space Type Division (XS,S,M,L,XL according to types 
of spaces- from single offices division up to complete 
open space). This parameter goes down to the highest 
resolution and looks at the interior division of the floor 
and its effect on daylight penetration and energy 
consumption. The reference building was divided into 
units which represent modules of different sizes, 
location of the floor plan (corner: 2 windows directions, 
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external: 1 window direction, internal: no windows), 
location in building section (ground floor, middle floor 
and roof) and orientation. 
These analyses created the basis for the construction 
of the building profile. A full description of the method 
for analysing the remaining parameters and their 
integration into the EP will be presented in a following 
journal article. 
The theoretical building used in this work is a model of 
a common-practice 5 story office building, 1210 m2 per 
floor, length to width ratio 2:1 tested North- South 
orientation and East-West orientation, in Tel- Aviv 
city’s climate (Fig. 1). The building was modeled using 
ENERGYui interface which serves the Israeli Standard 
5282 for Energy rating of buildings and is based on 
Energy plus engine. The theoretical building was 
designed according to Israel’s planning laws and 
standards, and is considered a medium height building. 
Tests were conducted for ground level, typical middle 
floor and roof level. The basic office module is 8.20m 
depth by 8.20m width which is compatible with 5282 
standard. The office space was defined as an open 
space allowing the transition of air and light between 
the modules. In the middle of each office module we 
defined a lighting control point, 4 m from the facade. 
The internal space of the building (depth above 8.20m 
from the façade) was defined as an internal office 
space (artificially lighted and acclimatized with no 
passive means) in order to distinguish between energy 
consumption in peripheral areas and internal spaces. 

 
Figure 1: Typical floor plan and 3D model of base case office 
building 

 
According to the range of values tested for each 
variable, the delta between maximum and minimum 
energy consumption was calculated in each case and a 
graph of change in energy consumption for each 
parameter was created and analyzed. The results were 
incorporated into the Energetic Profile for assessing 
the building’s potential savings by giving each 
parameter its relative importance measured by the 
delta between maximum and minimum energy 
consumption found.  
 
3.1 Parameter #1: Building’s Environment 
The starting point of any design process depends on 
receiving a plot or an existing building in a given urban 
situation. Even before the design begins, the architect 
has constraints and limitations, from the shape of the 
plot, its area and dimensions, orientation and the 
buildings surrounding it, their distance, height and 

shape in relation to the planned building. Depending 
on the height of the building, its distance to adjacent 
buildings, the shape and height of the buildings 
surrounding it and the topography, it is possible to 
determine the Visible Sky seen from the building’s 
facade as a result of obstructions [12]. The solid angle 
subtended by a surface is defined as the surface area 
of a unit sphere covered by the surface’s projection 
onto the sphere. Since a vertical window can 
potentially reflect only half of the hemisphere, the 
maximum possible value of the SSA for a completely 
unobstructed window, measured in the external wall 

layer is  steradians. It has been shown by Capeluto 
[12] and in a similar way by Compagnon [14] that there 
is a clear correlation between the SSA subtended from 
the center of the window and the DFave as defined by 
CIBSE, 1987 [15] that can be expected over the 
workplane in the building. Reinhart & LoVerso [16] 
also pointed on the connection between  DFave and sky 
angle. Yet, they all relate to a single point of view on 
the façade.  
In this research we expanded the use of SSA in order 
to find the mean SSA not only for a single window but 
for the whole façade and eventually for the whole 
building as a way of understanding its overall potential 
for daylighting use. Furthermore we examined the 
influence of the building’s mean SSA on energy 
consumption for lighting, cooling, heating and overall 
energy consumption in various urban situations. 
Two geometric correlations were studied (Table 1): 
Hi / W / Hn - The ratio of the height of the tested 
building (Hi), the width of the road (W) and the height 
of the neighbouring building (Hn). 
W / Wn - The ratio between the width of the road (W) 
and the width of the neighbouring building (Wn). 
 
Table 1: Combinations of geometric relationships between 
Hi/W/Hn tested (*1= 5 floors 2=10 floors 4= 20 floors W=0.5 
(9.25 m= 2.5 floors) W=1 (18.5m=5 floors) W=2 (37m=10 
floors) W=4 (74m=20 floors)) 

 
 
When these two set of tests are combined together, 
they can reflect a wide range of urban situations, from 
uniform low urban tissue to dense, high urban tissue, 
and even a combination of vertical and horizontal 
randomness in the building environment. The purpose 
of the test was to create a set of geometric 
relationships (Table 2), which enables the immediate 

Hn W Hi Hn W Hi Hn W Hi Hn W Hi 

1 4 1 1 2 1 1 1 1 1 0.5 1 

2 4 1 2 2 1 2 1 1 2 0.5 1 

4 4 1 4 2 1 4 1 1 4 0.5 1 

1 4 2 1 2 2 1 1 2 1 0.5 2 

2 4 2 2 2 2 2 1 2 2 0.5 2 

4 4 2 4 2 2 4 1 2 4 0.5 2 

1 4 4 1 2 4 1 1 4 1 0.5 4 

2 4 4 2 2 4 2 1 4 2 0.5 4 

4 4 4 4 2 4 4 1 4 4 0.5 4 
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identification of the average visible sky (SSA) of the 
building without the need for simulation. The SSA was 
tested in each floor of the building between 0 to 20 
floors while using Sketch-Up [17] and SunTools for SSA 
calculations [18]. 
 
Table 2: Average SSA test results for façade in 36 cases 
representing different urban situations 

 
 
For every geometric configuration SSA was 
determined (% and steradians) and DF(%) was found 
according to the conversion formula [12]. The 
minimum SSA tested was 28% and the maximum was 
99% which is equivalent to DF 1.70-5.84% (acceptable 
effective average daylight factor range is between 2-
5%). An average SSA for each façade in each analyzed 
urban situation was found. The range between SSA 
30%-100% was later tested in ENERGYui every 10% to 
examine the influence of average SSA on energy 
consumptions for cooling, heating and lighting. 
We show that when average SSA was lower than 45%, 
the energy consumption remains high and almost 
constant, meaning that natural lighting doesn’t 
penetrate sufficiently to the building and therefore 
electric lighting is on most of the time (Fig. 2). When 
looking at each façade separately the most dramatic 

change was observed in the north façade, where SSA 
below 70% does not supply enough lighting (Fig. 3 
upper-left). 

 
Figure 2: Average energy consumption in middle floor in 
accordance with SSA 

 
Figure 3: Energy consumption in a middle office (3rd floor, non 
corner office) in accordance with SSA 

 
3.2 Application in the Energetic Profile:  
The total energy consumption of the building 
depending on the change in SSA% is presented on the 
left graph in Fig 4. The right graph shows the feasible 
expected improvement of the parameter when 0% 
represents no possible improvement (the best SSA% 
case registered) and 100% represents the worst SSA% 
case and maximum improvement need.  

 
Figure 4: Total energy consumption (kWh / m2) and 
percentage of improvement – SSA 
 

Fig. 5 shows the representation of these results in the 
profile scale: 
Below SSA=30% means DF(ave) lower than 2% and 
therefore is marked in red. Between SSA 30-60% there 
is limited contribution for natural lighting and 
therefore this area is marked orange-yellow. Above 
70% SSA there is a significant decrease in energy 
consumption mostly above 80% SSA and that is why 
this area is marked green (recommended) in the scale. 
In the same way all other profile’s parameters are 
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represented by a colored scale from red (bad) to green 
(good), when the color changing of the scale follows 
the internal improvement graph of each parameter. 
 

 
Figure 5: the colored scale of parameter #1: Environment 
according to graph of change in energy consumption 
depending on SSA percentage. 
 

4. DISCUSSION 
The results of each parameter were integrated into the 
Energetic Profile, creating a scale of values in each one 
of them. The Energetic Profile was then defined in two 
ways (Fig. 6):  
(1) Design Energetic Potential of the building 
representing the savings potential of the building 
compared to the maximum energetic potential line of 
the profile, representing the minimum energetic 
consumption found in each parameter. 
(2) Actual Achievable Energetic Potential of the 
building which is derived from the building’s “AS IS” 
function, and considering constraints which may avoid 
changes in the building. 

 
Figure 6: Energetic Profile for Existing Office Building: (A) 
Designed Energetic Potential (above) (B) Achievable 
Energetic Potential (below) (C) Total Achievable 
Improvement 

 
4.1 The Energetic Profile- Part A: 
The first part (Fig. 6 up) allows comparison of the 
designed building to other buildings, as they all 
measured against the minimum consumption line of 
the profile- and identifying the opportunities for 
energy savings. The top green line represents the 
maximum theoretical performance line for any office 
building. It is composed of the minimum values of 
energy consumption found in each parameter. The red 
line represents the building as it is planned in its 
geometric components. The polygons created 
between the theoretical green line and the buildings 
red line are the theoretical opportunities areas for 

energy savings.  This allows comparing different design 
alternatives, as they are all compared to the same 
theoretical line. It also allows comparing different 
buildings and examining their morphological aspects. 
As the polygon grows that means more potential for 
improvement. When the red line is close to the green 
line the meaning is that the building is well planned 
according to the parameters of the Profile.  
 
4.2 The Energetic Profile- Part B: 
The second part (Fig. 6 down) enables determination 
of the actual achievable savings in the building based 
on its own geometric, constructive and functional 
constraints.  
The upper purple line represents the building’s 
maximum potential line when applying the maximal 
changes possible in each parameter up to constructive 
limitations. The black line represents the building’s 
actual function mode (“AS IS” line), the polygons 
between these two lines represent the actual possible 
improvement in energy savings for the building. For 
example a change of the typical plan from single office 
to open space or semi open space can improve its 
expose to daylight and therefore improve its values in 
parameters 5 and 7. In a similar way a building in which 
WWR is below recommendation can easily reach its 
goals by enlarging the windows actual glassed area 
(parameter no.2). Along with this chart there is a 
summary scale which sums the improvement 
percentage when X improvement percentage means X 
improvement percentages left for realization.  
It is important to read the two parts of the Profile 
together in order to understand the problematic 
parameters and their solutions. As a value reaches the 
red area of a parameter a warning point will show up. 
One parameter can also affect values of other 
parameters therefore when a warning point is showing 
up it can also point at other parameters that should be 
closely tested.  

 

4.3 Validation 
The credibility of this system was tested in two 
different office buildings: Ayalon Tower and CU office 
buildings in Tel Aviv.  
In Ayalon Tower we investigated the use of the Profile 
versus a simulation model built in ENERGYui. At the 
first stage the model was simulated according to its 
real conditions at all aspects concerning the plan, 
section, envelope, type of glass, systems and daily use 
as it was verified with the buildings operation manager. 
In the second stage the building was modelled while 
using its potential saving opportunities according to 
the profile. In each case the energy consumption for 
heating, lighting and cooling was calculated in 
kWh/m²/year. It was found that 40% improvement in 
energy consumption is achievable using the 
conclusions of the profile while the profile itself (with 
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no simulation) showed a 47% improvement and 
pointing on the range between 40-60% improvements.  
The second case study tested include 4 buildings 5-6 
floor height, and one building which is planned to be 
15 story height in a future second stage. The buildings 
were analyzed using the Profile in both conditions: 
present and future. Using the new parameters we 
demonstrated that the added height actually benefits 
its condition over the current status, while reducing 
the potential for daylight for other buildings around it. 
In this case study the results of the simulation were 
also very similar to the results of the profile and 
demonstrated how the profile can be used as a tool to 
analyze different design stages of a project.  
 
5. CONCLUSION 
The Energetic Profile for Existing Office Buildings 
proposed in this study enables the easy identification 
of strengths and weaknesses of energetic potential in 
different office buildings according to their location 
design and function.  
The profile is a tool to compare buildings not only to 
other similar buildings, but also to themselves: from 
their current status to their achievable improvement. 
The profile is suitable for use in a primary stage of 
investigation pre-intervention in existing buildings. 
The case studies presented in this work proved up to 
50% in savings potential compared to current 
condition, when implementing the conclusions of the 
profile.  
Though the profile was developed for existing 
buildings, it can also add a significant value at the 
different design stages of new building by utilizing the 
results regarding energy savings in each parameter.  
Furthermore, although the focus of the profile was to 
reduce the total level of energy consumption of the 
building, much emphasis was placed on the subject of 
natural daylight. Natural light does not only serve as a 
major contributor for energy savings, but it also holds 
benefits for the quality of the building’s interiors and 
human activity. 
A further research could extend the conclusions found 
in this work to other climate zones and building types, 
as well as developing the Profile as a design tool for 
new construction.  
This work focuses on the possible lines between a 
restricting building design and a flexible building 
design. It invites the user to be familiar with 
morphological differentiations in buildings. These 
features are not solely limited to office buildings but 
can expand the discussion to any other building types.  
It is important to emphasize that the profile examines 
the energetic potential savings assuming the use of 
appropriate detailed design. The profile does not 
contradict energy savings by technologies. 
Beyond the general conclusions of the profile, detailed 
inference were included in each parameter regarding 

parts of the building, the envelope, different types of 
geometric relations in the building that can be relevant 
and useful for specific interventions or retrofit 
processes.  
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ABSTRACT: An office building offers several opportunities to integrate Building integrated Photovoltaics (BIPV) 
elements. Shading blinds form combines perfectly two functions: preventing part of the irradiation from reaching 
a glazed surface controlling the inner comfort conditions, as well as producing solar electricity. In regions where 
high irradiation is available and less demanding climates from the point of view of heating loads, this application 
is particularly advantageous for this kind of building. Nevertheless, at low latitudes locations, due to relative 
position of sun rays, the increasing effect of self-shading must be carefully analyzed - there is a delicate balance 
between optimal tilt angle and latitude to achieve a surface suited to integrate BIPV shadowing components. A 
methodology and practical results have been presented, easily possible to be used to design such devices in office 
buildings in Brazil, and, to a certain extent, in other countries at similar latitudes. Also, contribute to the further 
development of knowledge in this so far unexplored producing and saving energy saving strategy.  
KEYWORDS: BIPV, shading devices, low latitudes, energy 

 
 

1. INTRODUCTION 
An office building offers several opportunities to 
integrate Building integrated Photovoltaics (BIPV) 
elements. The  shading blinds form combines perfectly 
two functions: preventing part of the irradiation from 
reaching a glazed surface controlling the inner comfort 
conditions, as well as producing solar electricity [1]. In 
regions where high irradiation is available and less 
demanding climates from the point of view of heating 
loads, this application is particularly advantageous for 
this kind of building .  
Several studies state that fixed shading components 
protecting windows South oriented (Northern 
Latitudes) cause significant reductions in cooling loads 
in summer, and help control glare [2-3], although they 
could increase the demand for energy in winters in 
colder climates, possibly also due to the need for more 
artificial lighting  [5].  
Horizontal shading devices in office buildings are 
normally preferred because allows unobstructed 
outdoor visual contact, which is usually favorable to 
users [6,7,8,9] providing at the same time more 
surface less susceptible to auto shading for integration 
of photovoltaic modules, and therefore potentially 
more efficient from the point of power generation [10]. 
Nevertheless, at low latitudes locations, due to 
relative position of sun rays, the increasing effect of 
self-shading must be carefully analyzed [11]. It is what 
we have done and are presenting in this research 
paper.  
 

2. METHODOLOGY 
The methodology used was based on calculations and 
simulations. Starting from a common case of an office 
building, a Reference Case (no shadings) and a Case 
Study (with PV Blinds) and their parameters were 
defined. Afterwards they were calculated, simulated 
and analyzed for seven different cities located from 
latitudes -1.4° to -30° in Brazil (Fig. 1). Results of more 
than 500 simulations are presented and discussed. 
 

 
Figure 1:  Latitudes and cities analyzed.  Source: Authors. 

 
The seven cities represent most of the Brazilian 
climates distributed in its extensive territory. They are 
separated from each other by approximately 5 
degrees of latitude were chosen. The main design 
strategy of BIPV blinds was to reduce cooling loads. 
Regarding availability of the solar resource and 
optimal tilt surfaces, methodology and data  indicated 
by Cronemberger et al [12]  and Caamaño [13] were 
used. 
 
2.1 Reference office building and case study 
Office buildings in Brazil, despite the variability of 
climates and microclimates, frequently present an 
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almost uniform typology, often not adapted to the 
climatology of the area where they are built. Prototype 
building is then a 15 stores rectangular shaped, 46% 
WWR (window to wall rate). Glazing is a float 6mm 
grey glass, completely unshaded (Fig.2 left). 
 

   
Figure 2:  Reference Case (left) and Case Study (right). Source: 
Authors. 

 
As the basic prototype is rectangular with an 
elongated floor plan (7,80 x 27,0 m), different WWT for 
each orientation influences the building´s thermal 
behavior and PV energy production. For that reason, 
two orientation options have been investigated: 
North-South (NS) and East-West (EO) (Fig. 3). Case 
Study was defined applying BIPV blinds all along the 
windows as horizontal shading devices, considering 
the back sheet opaque and light colored (Fig. 2, right).  
 

 
Fig. 3.  Building orientation alternatives. Source: Authors. 

 

2.2 Definition of shading geometry optimized for 
climate conditions and solar photovoltaic energy 
production   
The goal was making the shading surface effective as a 
solar protection for the window, with a reasonable 
electrical productivity to the PV technology 
incorporated to them. An important consequence of 
this decision is that the dimensions of the PV shading 
module vary according to the latitude, making the 
comparison among them complex. An angle to solar 
mask was defined upon the latitude and orientation of 
window (α=Vertical Shading Angles). Tilt (β) and length 

of horizontal BIPV blinds were then defined (Fig.4), 
aiming to protect windows oriented to North, South, 
East and West. Climate conditions of each for each one 
of seven locations were taken into account [14]. Solar 
charts were used, both analogical and with specific 
solar analysis software's, such as Ecotec Solar Analysis 
and Analysis Sol-Ar [15]. 
 

 
Figure 4:  Measurements and angles to a BIPV horizontal 
blind. Source: Authors. 

 
2.3 Quantifying annual solar irradiation losses - 
Shading Factors (SF) 
The IES/UPM Methodology [13] was used to calculate 
Shadowing Factor (SF). This methodology is a version 
adapted for negative latitudes of a 1998 proposal, 
which has been adopted by the Building Technical 
Code of Spain since 2006 [16]. It allows estimating the 
irradiation losses based on the representation of 
obstacles interposed between a surface and the solar 
path, using a simplified solar path diagram.  
 

 
Fig. 5.  Stereographic solar diagram for Porto Alegre 
(Latitude -30°). Adapted from IES-UPM Method. Source: 
Authors. 
 

Solar diagrams of stereographic projection were used 
(Fig. 5). The total area of the sun's path has been 
divided into zones identified by letters and numbers. 
To each zone a "weight" is attributed to the annual 
global irradiation expected to affect a surface. Thus, 
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the obstacle profile determined by the PV blinds 
analyzed incurs a loss of the direct and diffuse 
circumsolar components, according to the Pérez and 
Seal model [17-17].  Shading Factor (SF) was obtained 
by adding the contributions of each zone of the 
diagram affected by the obstacles, calculated in the 
most unfavorable point. Results  were transferred to 
tables resulting in a percentage of the expected annual 
global irradiation for each analyzed surface, for a 
certain latitude and azimuth. 
 
2.4 Estimating potential impact on cooling loads and 
cooling energy demand 
 

 
Figure 6:  Office building model for energy simulation. Source: 
Authors. 

 
To assess potential impact on cooling loads and 
cooling energy demand, annual electricity energy 
demand for HVAC, lightning and office equipment 
were estimated for each one of the case studies in the 
different locations and orientations. Furthermore,  
heat transfer  through walls and glazing, cooling and 
heating loads have been identified in order to analyze 
building thermal behavior with and without sunshades. 
Figure 6 presents the basic features of an office 
building in Brazil, used as a reference model for the 
energy simulations performed  in this research. 
DesignBuilder was employed, a well-known software 
for dynamic simulations with EnergyPlus calculation 
engine. It allows modeling the energy behavior of 
buildings based on a three-dimensional model 
perfectly characterized in terms of its physical 
construction, material properties, conditions of use, 
HVAC equipment and hourly weather data. All 
simulations used the same climatic EPW data files 
based on hourly data from INMET, revised  in 2012 [14-
15].  
 

3. RESULTS AND DISCUSSION 
3.1 Shading geometry optimized for climate 
conditions and solar photovoltaic energy production  
High WWF (46%) and glazing thermal characteristics 
(U=6,12 w/m2K), posed a great challenge defining 
adequate AVS of shading devices for the specific 
climatic conditions and latitudes. In Porto Alegre (Lat. 
-30.0°) and Curitiba (Lat. -25.7°) it is sufficient to 
protect glazing in Summer and Spring, whilst in Belo 
Horizonte (Lat. -19.9°) and Brasília (Lat.  Lat. -15.7°)  it 
should be extended till the first month of Autumn, due 
to the high air temperatures. Closer to Equator, 
Aracajú (Lat. -10.9°), Teresina (Lat. -5.0°) and Belém 
(Lat. -1.4°), shading geometry must be sized for the 
whole year. 
 
Table 1: Measurements to BIPV horizontal blinds: L= length; 
α=AVS=Vertical Shading Angles, α`=shading angles between 
blinds; β= PV tilt. Source: Authors. 

LAT. FAÇ

E 

L (cm) AVS = α 

(°) 

α` (°)  β (°) 

-30,0° 
N 85 59,9 76,3 30 

E/W

* 

85 40 75,8 10 

S 60 69,5 80 10 

-25,3° 
N 75 64,5 77,8 25 

E/W 85 60 76 25 

S 60 69,6 80 10 

-19,9° 
N 90 58,3 76,3 25 

E/W 90 63 75 25 

S 60 69,5 80 15 

-15,7° 
N 90 62,4 77,2 24 

E/W 80 33 76 10 

S 60 71 80 10 

-10,9° 
N 105 55,6 72 14 

E/W 80 24 76 10 

S 60 71 80 10 

-5,0° 
N 85 61,5 76 12 

E/W 85 27 76 12 

S 85 61,5 76 12 

-1,4° 
N 75 61,5 78 7 

E/W 85 17 78 10 

S 75 61,5 78 7 

 
Ideally, North façades would have to be protected by 
shading devices with horizontal and vertical combined 
components, although the horizontal  element is more 
relevant. The presence of the vertical component 
increases, however, with latitude. This is also true for 
South façades, though in this orientation the vertical 
component is more important when more distant to 
Equator. To block properly East and West glazing from 
sunshades would require mobile horizontal devices. 
Contrary to the usual practice, fixed vertical devices 
are not very effective for the orientations and latitudes 
analyzed. In fact, for hot weather regions, it would be 
appropriate to reduce the WWR proportion. Although 
the ideal shading would require horizontal and vertical 
combined elements, this arrangement would provoke 
self shading for PV shading devices. When North 
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oriented (Southern latitudes) they should be tilted 
considering the Optimal Angle (ß) for PV production. 
 
3.2 Annual solar irradiation losses - Shading Factors 
(SF) 
The higher lines of BIPV blinds (15th store) are affected 
by the shadows thrown by the building itself, being 
positioned at a certain distance from the crowning. As 
expected, the next lower lines are self shaded, 
presenting higher annual irradiation losses.  However, 
surprisingly, all the cities analyzed presented suitable 
surface to receive BIPV blinds, except for the South 
orientation in the cities located between latitudes -30° 
and -15.7°. 

 
Figure 7:  Shading Factor (SF) and Annual Global Irradiation 
(kWh/m2) in BIPV Blinds for several latitudes when North 
oriented. Source: Authors. 

 

 
Figure 8:  Shading Factor (SF) and Annual Global Irradiation 
(kWh/m2) in BIPV Blinds for several latitudes when East/West 
oriented. Source: Authors. 

 
North orientation presented as expected best results.  
Higher shading factors (SF) percentages, and therefore 
less available solar direct irradiation would happen in 
lower latitudes. Nevertheless, PV sun shadings may 
potentially receive from 979-1.833 kWh/m2  annually 
(Fig. 8).  East/West oriented PV blinds would have SF´s 
from 24-47%, but might yield from 944-1.348 
kWh/m2y. Due to solar altitudes, losses would be 
higher for Latitudes over -15º (Fig. 9). South oriented 
blinds would only be suitable for PV integration though 
in low latitudes - even with high shading factors (42-

66%) surfaces could harvest from 701-1.177 kWh/m2y 
(Fig. 10).  
 

 
Figure 9:  Shading Factor (SF) and Annual Global Irradiation 
(kWh/m2) in BIPV Blinds for several latitudes when South 
oriented. Source: Authors. 

 
3.3 Potential impact on cooling loads and cooling 
energy demand 
The complete absence of solar shading in the 
reference case, and glazing high thermal 
transmittance (U=6,12 w/m2K) resulted in high 
thermal gains by direct solar irradiation.  As expected, 
cities getting closer to Equator have higher cooling 
loads (figures 7 and 8), from 74kWh/m2 in Curitiba (Lat. 
-25,3º) to 226 kWh/m2 in Belém (Lat. -1,4º).  
Simulations showed also that, compared to reference 
case, applying PV Blinds may provoke reductions in 
cooling loads from 19.4% to 42.8% for NS oriented 
buildings. For the other building orientation (EO) 
reductions are slightly lower, but also expressive, from 
16,1% to 39,3%. 

 
Figure 10:  Cooling loads comparison for building NS 
orientation. Source: Authors. 

 

Due to rectangular proportion of the floor plan, those 
buildings NS oriented are more exposed to direct solar 
irradiation, resulting in until 45% more cooling loads 
than EO orientations. Interesting to note that heating 
loads were not found -  even in those cities with winter 
lower temperatures (Curitiba and Porto Alegre), the 
internal thermal loads due to occupancy and office 
equipment are sufficient to keep inner temperature 
above the set point temperature (22°C) in office hours. 
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Figure 11:  Cooling loads comparison for building EO 
orientation. Source: Authors. 

 

 
Figure 12:  Cooling electricity energy demand comparison for 
building NS orientation. Source: Authors. 

 
Figures 9 and 10 expose energy demand for cooling 
only -  requirements for lighting and office equipment 
was considered uniform for all cases, estimated in 92 
kWh/m2 yearly. Cutting cooling loads lead to 
considerable electricity energy demand reductions, 
very much depending on the latitude and their specific 
climate conditions.  
 

 
Figure 13:  Cooling electricity energy demand comparison for 
building EO orientation. Source: Authors. 

 
When -1,4° ≤ Latitude ≤ -10,9°  were observed savings 
from 16% to 21% and when -15,7° ≤ Latitude ≤ -30,0° 
this percentage increased to 29% to 43%.It can be 
better understandable looking the results for Belém 
(Lat. -1,4º)  and Curitiba (Lat. -25,3º)  - in the first city, 
there is not significant variation in external 
temperature throughout the year, energy demand 
cooling can be reduced from 75 kWh/m2y to 59 
kWh/m2y, savings of 21%. On the contrary, Curitiba is 

located in the coldest region of Brazil - blocking 
radiation with horizontal blinds resulted in savings of 
43%, from 27 kWh/m2y  to 16 kWh/m2y.  
 
4. CONCLUSION 
This study suggests that applying PV Blinds in office 
buildings located in low latitudes may provoke 
reductions in cooling loads from 16% to 42.8%. Despite 
the high Shading Factors percentages (24-47%) PV sun 
shadings may potentially receive from 944-1.833 
kWh/m2  annually, indicating potentially high solar 
resources available to generate electricity energy. 
When integrating PV systems in buildings in those 
regions, the reduction of cooling loads must be 
prioritized. West-facing façades, difficult to be shaded 
in the latitudes under study, are eligible for reduction 
of the glazed surfaces or even for completely opaque 
walls: this would, at the same time, increase the PV 
generating surface and reduce solar heating. Using 
BIPV louvers may help to recover the Brazilian 
tradition of “brise-soleils”, architectural shading 
elements that have been progressively abandoned 
since the 80s: their effectiveness as a means of 
blocking irradiation on the surfaces, and therefore 
reducing solar heating of the building, has been 
demonstrated, and the ways to calculate their optimal 
inclination (βopt angle) have been shown.  Given that 
the load profiles are similar, it is possible to consider 
extrapolating the results of this study to other building 
typologies of the tertiary sector, i.e. small business 
buildings in industrial areas, less subject to shading 
from neighboring buildings.  In countries like Brazil, 
where electricity is the main buildings energy source, 
a solution to in-site productions might also help to 
achieve zero energy buildings (ZEB) solutions. Using 
sunshades also affect internal lightning conditions, 
and deserve specific analysis. 
The adoption of PV modules as a shading element for 
opaque and translucent parts in the investigated office 
building prototype has proved effective as a strategy 
for thermal improvements and reduction of energy 
demand. The concomitant adoption of other proven 
strategies [19-21], such as reducing the ratio of glazing 
to the façade and the use of thermally more efficient 
glass, not only It is compatible, but it is also 
recommended. 
This research pointed out the delicate balance 
between optimal tilt angle and latitude to achieve a 
surface suited to integrate BIPV shadowing 
components. Office buildings normally have floor 
areas of small dimensions compared to the total built 
area, posing the challenge of the limited surface 
available to integrate photovoltaic components on the 
roof, where energy yield is more favorable. A 
methodology and practical results have been 
presented, easily possible to be used to design such 
devices in office buildings in Brazil, and, to a certain 
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extent, in other countries at similar latitudes. Also, 
contribute to the further development of knowledge 
in this so far unexplored producing and saving energy 
saving strategy.  
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Downscaling Climate Models: Running Nested Simulations In 
The Microclimate Model ENVI-met 

A Case Study Using WUDAPT2ENVI-met Simulation Data 
 

HELGE SIMON1, TIM KROPP1, FRANCESCA SOHNI1, MICHAEL BRUSE1 
 

1Department of Geography, Johannes Gutenberg University Mainz, Mainz, Germany 
 

ABSTRACT: Due to their high resolutions, microclimate models have high computational demand causing rather 
long simulation times and limiting the size of model areas. As such limited model areas only cover a small part of 
the atmosphere, the boundary conditions driving the microclimate simulation play a crucial role in determining 
the quality of the simulation. In order to incorporate larger scale processes and to ensure the boundary conditions 
represent the actual conditions at a model’s border, a nesting module was implemented into ENVI-met. Using the 
new module, coupled simulations can be run where a (smaller) model area is nested into a larger model domain 
that provides horizontally and vertically dynamic boundary conditions. Since the surrounding larger model domain 
is typically simulated at a coarser spatial resolution, downscaling methods need to be applied. In the present study 
the nesting algorithms that manage the extraction of model outputs and the downscaling onto the nested model 
area’s resolution are presented. Furthermore, a nested model run using a large WUDAPT obtained host model 
domain is compared against a standard model run using simple forcing boundary conditions. The results showed 
that nesting provides a reliable way to provide boundary conditions to high resolution, microscale climate 
simulations. 
KEYWORDS: Urban Climate Modelling, Boundary Conditions, Downscaling, ENVI-met, High Resolution Climate 
Modelling, WUDAPT, Nesting 

 
 

1. INTRODUCTION 
Microclimate models like ENVI-met have the 
advantage that, thanks to their high resolutions, very 
little parameterization is needed to represent objects 
of the urban environment [1]: Trees, building materials 
and complex structures can be directly reproduced 
within the model. However, this high resolution comes 
at a disadvantage as well: With increasing spatial 
resolutions, the differential equations guiding the 
model have to be solved with smaller time steps 
(Courant-Friedrichs-Lewy Condition). This drastically 
increases the time needed to run the simulations and 
limits the size of the model area that can be simulated 
within a reasonable frame of time. Even with the 
advancements of 64bit compatibility and heavy 
parallel processing, high horizontal and vertical 
resolutions of around 2 meters only allow the 
simulation of model areas of around 1000 meters x 
1000 meters x 60 meters on personal computers. With 
these rather small model areas, the boundary 
conditions driving the microclimate simulation play a 
crucial role in determining the outcome and quality of 
the simulation. 
This contribution presents a new method to obtain 
realistic boundary conditions that include the 
surrounding meteorology and introduces the nesting 
algorithms that manage the extraction of model 
outputs and the downscaling of the meteorological 
parameters onto the nested model area’s resolution. 
Furthermore, a nested model run using the 

downscaled data from a larger model domain is 
compared against a “traditional” model run using 
simple forcing. 
 
2. METHOD 
To include realistic boundary conditions, ENVI-met 
already offers the so-called “simple forcing” method 
which allows the definition of diurnal variations of 
various meteorological parameters as boundary 
conditions for the microclimate model [2]. 
The simple forcing method, however, only provides 
the possibility to define horizontally homogenous, 
one-dimensional profiles at all inflow boundaries of 
the model area. Using this method the same vertical 
profiles are attached to the entire inflow border, 
denying horizontal alterations. However, in 
heterogeneous environments such as cities, where the 
meteorological parameters can vary greatly along the 
borders of the model domain, being limited to 
horizontally one-dimensional profiles may yield 
unrealistic results. To include heterogeneous 
distributions of meteorological parameters at the 
model borders, the simulations need to be provided 
with horizontally and vertically dynamic boundary 
conditions. 
To obtain such dynamic, more-dimensional boundary 
conditions, a nesting module was implemented into 
ENVI-met. With the new module, coupled simulations 
can be run in which the small model area is nested into 
a larger model domain that provides horizontally and 
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vertically dynamic boundary conditions for the nested 
model area. When nested model runs are used, the 
high resolution boundary conditions are driven by 
previously run ENVI-met model results of a larger 
model domain that surrounds the smaller high 
resolution model area. This offline coupling method 
offers the possibility to first simulate a large, so called 
“host” model domain in a coarse resolution. The three-
dimensional model results are then being used to drive 
the high resolution model with three-dimensional, 
dynamical boundary conditions. That way, larger scale 
processes provided by the host model can be 
incorporated in the nested simulation (see Fig. 1). 
In the current version, the following parameters can 
be forced upon the nested model area: 
wind speed and directiona 
air temperaturea 
specific air humiditya 
turbulent kinetic energy & dissipationa 
horizontal and vertical exchange coefficient impulse / 
heatb 
direct shortwave radiationc 
diffuse shortwave radiationc 
longwave radiationc 
 
 

Figure 1: Schematic of the interpolation of host cells (black) 
within a search radius (green circle) to provide 
heterogeneous inflow profiles (blue) to the nested model 
area (green). 

 
Since the larger scale host simulations are typically run 
at a coarser resolution than the nested simulations, 
the simulation outputs of the host simulation have to 
be interpolated to provide boundary conditions for the 
nested model area. The interpolation is carried out 
using a three-dimensional inverse distance weighting 
(IDW) algorithm, taking into account all cells of the 
larger scale model area within a predefined search 
radius of the nested boundary cells (see Fig. 1): 
 

�̅�𝑖𝑛𝑡 = ∑𝑤𝑛𝑅𝑛

𝑚

𝑛=1

 

    (1) 

 

                                                       
 

a 3D-profile 
b 1D-profile 

with �̅�𝑖𝑛𝑡  as the interpolated value, 𝑅𝑛  as the larger 
scale cell’s output value and 𝑤𝑛 as the weight 
corresponding to the grid cell. The summation runs 
over all host cells within the search radius of the 
nested cell. The calculation of the weighting factor is 
carried out as: 
 

𝑤𝑛 = 
𝑑𝑛
−1

∑ 𝑑𝑛
−1𝑚

𝑛=1

 

    (2) 
 
with 𝑑𝑛 as the Euclidean distance calculated using the 
3D Pythagorean Theorem between the boundary 
position in the nested model area and the position of 
the output cell of the host model. Summing up all 
individual weights, the result must be equal to 1. 
In case the boundary cells for the nested model run are 
occupied by obstructions in the host simulation (e.g. 
buildings), the algorithm searches for free adjacent 
atmospheric cells in the host model domain to extract 
the boundary conditions. Since this data might not be 
located along the lateral boundary of the nested 
model area, the atmospheric data is interpolated again 
using the three-dimensional inverse distance 
weighting (IDW) algorithm (see Equations 1 & 2). 
Since larger differences in spatial resolutions between 
the host and the nested model area result in a greater 
loss of information due to the spatial downscaling, the 
downscaling ratio is often limited to about 3:1 [5,6]. In 
case a higher downscaling is needed, the nesting can 
be run in a cascade of nestings, where intermediary 
simulations gradually downscale the resolution. 
To extract data from an ENVI-met simulation, the host 
model writes three-dimensional outputs of all data 
needed to perform a nested simulation within its limits. 
Using a small tool, the boundary conditions of the 
nested area are then extracted from the datasets of 
the host simulation and a nesting file is being created. 
 
3. PROOF-OF-CONCEPT-SCENARIO 
In a proof-of-concept-scenario model runs using 
nested boundary conditions are compared against 
model runs using simple forcing boundary conditions. 
 
For the nested simulation boundary conditions were 
obtained from a previously run WUDAPT2ENVI-met 
simulation (=host simulation). For the simple forced 
simulation, boundary conditions were obtained from 
weather data. 
While simple forced simulations use user-provided 
meteorological conditions to create horizontally 
homogenous boundary conditions, the nested 

c Top of model domain 
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simulation incorporates local variations obtained from 
the larger host simulation. 
In addition, the boundary conditions for the simple 
forcing are typically derived from reference weather 
data measured outside the city. These reference 
weather data often differ quite substantially from 
actual conditions within the city, leading to further 
inaccuracies for simple forced simulations. In contrast, 
in nested simulations the inflow conditions are altered 
and thus “urbanized” by the larger scale model domain. 
It is therefore to be expected that nested simulations 
represent the local conditions better than simple 
forced simulations. 
In order to quantify the variations in the inflow 
conditions of the nested versus the simple forced 
reference simulation, both the reference as well as the 
WUDAPT2ENVI-met model are run using the same 
hourly weather data to create the boundary conditions. 
That way the alterations in the boundary conditions of 
the nested model run can be directly attributed 
directly to the influences of the larger model domain. 
 
3.1 Model area 
The proof-of-concept-scenario has been performed 
for an area within the city of Vienna, Austria. The 
urban architecture consists mostly of compact midrise 
structures with smaller parks, grassy areas, and wide 
streets with scattered trees [3]. 
In order to compare the model results of the nested 
simulation against the simulation running with simple 
forcing boundary conditions, two model areas had to 
be digitized: one high resolution model area used for 
the reference as well as for the nested simulation and 
one larger area for the WUDAPT2ENVI-met simulation 
to extract boundary conditions for the nested 
simulation. 
To create the large model domain, a local climate zone 
classification using the WUDAPT-scheme (World 
Urban Database and Access Portal Tools) was obtained 
for Vienna [7]. Based on the gridded information of 
WUDAPT, the city was classified into distinct local 
climate zones (LCZ – by Steward & Oke 2012 [3]). 
While the WUDAPT2ENVI-met simulation is run using 
a coarse resolution and idealized structure types (Local 
Climate Zone Classification by Stewart and Oke [3]), 
the model area of the reference and nested simulation 
is digitized using the actual geometry of the urban 
structures (see Fig. 2 and 3). 

 
Figure 2: Aerial photo of the high resolution model area used 
in the nested and simple forced model run. 
 
To stay within the downscaling limits, the larger 
WUDAPT2ENVI-met model domain was digitized in a 
horizontal resolution of 7.5 meters and 2.5 meters 
vertically. Consisting of 240 x 240 x 30 grids, the total 
domain extends to 1.8 km x 1.8 km horizontally and 75 
meters vertically. 
The smaller model area used for the nesting as well as 
for the reference model run is located in the center of 
the larger model domain. It is located in the inner city 
of Vienna, close to the Hofburg. The spatial resolution 
was set to 2.5 meters horizontally and 2 meters 
vertically. This results in a horizontal downscaling 
factor of 3:1 (see Figure 3). The model area consists of 
240 grids in the horizontal directions and 40 grids in 
the vertical direction. The extent of the model area is 
thus 600 meters x 600 meters x 76 m meters. 
 

 
Figure 3: Downscaling schematic using the classified 
WUDAPT data and 3D WUDAPT2ENVI-met model. 
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3.2 Boundary conditions 
When running in simple forcing mode, ENVI-met only 
allows to manually define diurnal variations of air 
temperature and relative humidity. Based on these 
user-defined data, ENVI-met creates one-dimensional 
profiles that are subsequently used as lateral 
boundary conditions for the model. 
To simulate a typical summer day in Vienna, hourly 
values of air temperature and relative humidity from 
the dataset Vienna Schwechat 110360 - ASHRAE 
International Weather for Energy Calculation (IWEC) 
were used [4]. The day chosen from the dataset was 
August 12th 1988. Table 1 and Figure 3 display the 
initial conditions and the boundary conditions for air 
temperature and humidity. 
 
Table 1: Initial conditions and meteorological parameters of 
the simulation runs.  

Parameter Value 

simulation start date August 12th 1988 

simulation start time 06:00:00 

total simulation time 24 h 

wind speed in 10 m height 3.3 m/s 

wind direction 170° 

 

 
Figure 3: Diurnal cycle of air temperature and humidity used 
as boundary conditions for the simple forced and the host 
model run. 

 
Both the high resolution model area of the reference 
simulation and the larger scale WUDAPT2ENVI-met 
model domain were simulated using these boundary 
conditions in a simple forced setting. 
The nested model run featuring the same model area 
as the reference model run was then simulated using 
the boundary conditions extracted from the 
WUDAPT2ENVI-met simulation results. 
 
4. RESULTS 
The comparison between the reference and the 
nested simulation is carried out in two steps. In a first 
step, the diurnal inflow conditions between the two 
simulations are compared to visualize the 
“urbanization” of the boundary conditions due to the 
larger scale model domain. In a second step, 
differences in the three-dimensional model areas as 

well as in the distribution patterns of microclimatic 
parameters caused by the differences in the boundary 
conditions are examined. 
Since the inflow conditions of the nested simulation 
differ for every boundary cell, a direct comparison with 
the homogenous inflow in the reference simple forced 
model is not possible. Therefore the average, 
minimum and maximum values of the upwind borders 
were calculated for different meteorological 
parameters of the nested simulation. 
Table 2 shows the comparison of the diurnal cycle of 
air temperature and wind speed in a height of 1.8 
meters of the nested and the forced simulation at the 
inflow border.  
As measures of fit, root-mean-square error (RMSE) 
and R² have been calculated. Since values of RMSE 
depend on the absolute values and can thus not be 
compared across meteorological parameters, RMSE 
values are normalized by dividing by the range in the 
simple forced run (nRMSE). 
Both observed parameters show large absolute 
differences (RMSE 4.102 K and 0.946 m/s) between 
the nested and the simple forced run. This indicates 
that the reference weather data measured outside the 
city used in the simple forced model run does not fit 
the local conditions at the model border within the city 
sufficiently well. The urban structures of the larger 
scale WUDAPT model domain modify the inflow 
conditions for the nested model substantially. This is 
especially the case for the wind speed as the 
comparison of the nRMSE values of air temperature 
and wind speed shows (nRMSE wind speed = 0.379 vs. 
nRMSE air temperature = 3.232). The quite low R² 
values (air temperature 0.602, wind speed 0.533) also 
corroborate the large discrepancies between the 
inflow conditions.  
 
Table 2: Root Mean Square Error and R-Squared values 
comparing the nested and simple forcing boundary 
conditions. 

RMSE air temperature [K] 4.102 

 wind speed [ms-1] 0.946  

nRMSE air temperature 0.379 

 wind speed 3.232 

R² air temperature [K] 0.602 

 wind speed [ms-1] 0.533 

 
Figure 4 plots the diurnal cycles of air temperature and 
wind speed of the nested and the simple forced model 
run against each other. The diagram visualizes the 
large discrepancy: It shows that the maximum air 
temperature is one, considerably higher (around 4.5 K) 
in the nested model run and two, occurs much later – 
around 18:00h – than in the simple forcing data 
(around 15:00h). Furthermore, the air temperature is 
not cooling down as sharply as in the weather data 
outside the city used in the simple forced run. The time 
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lag as well as the lower cooling rates further indicate 
that by “urbanizing” the raw meteorological data – 
using nesting –, effects like the nocturnal urban heat 
island and its heat storage can be captured much more 
accurately. 
 

 
Figure 4: Comparison of the diurnal cycle of air temperature 
and wind speed in 1.8 m height between the average 
boundary conditions for the nested and the simple forced 
model run. 

 
The comparison of the wind speed shows even larger 
discrepancies: ~1.5 m s-1 vs. ~0.6 m s-1. When using the 
simple forcing, the measured data from the reference 
weather station outside the city is used to create 
boundary conditions. These do not take into account 
the actual conditions surrounding the model area and 
thus lead to unrealistic results. This further indicates 
the need to “urbanize” meteorological data. 
 

 
Figure 5: Difference map of air temperature between the 
nesting and simple forced model run for 15:00h. 

 
To examine spatial differences in the three-
dimensional model areas, so-called “difference maps” 
were created. In these difference maps, model results 
of atmospheric parameters of the nested simulation 
are subtracted from the simulation results of the 
forced simulation run. Figure 5 and 6 show spatial 
differences of air temperature at 15:00h and 05:00h. 
As expected the differences in air temperature at 15h 
are very small due to the small differences in the 
boundary conditions at that time (see Figure 4). The 

differences in wind speed however can be seen clearly 
in the flow structures parallel to the wind direction of 
170°. 
The greater differences in the boundary conditions of 
the air temperature in the early morning hours (see Fig. 
4) also lead to greater differences in the spatial 
distribution (see Fig. 6). Here the whole model area 
shows positive values indicating higher air 
temperatures in the nested model run. This is 
especially the case for the open areas such as the park 
in the west. 
 

 
Figure 6: Difference map of air temperature between the 
nesting and simple forced model run for 05:00h. 

 
5. CONCLUSION 
The comparison between the nested and the simple 
forced model run showed large differences in the 
inflow conditions and consequently the three-
dimensional model results. By nesting the high 
resolution model area into a larger scale model 
domain, the reference weather data measured outside 
the city was urbanized, i.e. adjusted to provide 
inhomogeneous, spatially diverse boundary conditions 
matching the local conditions at the high resolution 
model borders. 
This is especially remarkable since the larger model 
domain was not explicitly digitized using the actual 
building structures but “only” abstract 
WUDAPT2ENVI-met tiles. 
Even though the proof-of-concept simulation only 
covered 24 hours and one high resolution model area 
the combination of low resolution, large scale 
simulations with high resolution nested simulations 
showed very promising results. In longer simulation 
periods, the effects of heat storage might be very 
interesting to examine the diverging trend in the 
inflow conditions over the simulation time between 
the weather data measured outside the city and the 
inner city “urbanized” meteorology. 
Downscaling coarse models into high resolutions 
allows to further examine areas that show local 
hotspots in the coarser simulations and to examine 
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adaptation strategies like façade greening or 
increasing the number of trees under different larger 
scale meteorologies. 
Summing up, the new tool provides a reliable way to 
incorporate larger scale processes on a high resolution, 
microscale climate simulation. Using three-
dimensional boundary conditions opens up a wide 
range of possibilities to analyze high resolution 
microclimate models with different larger scale 
meteorologies. 
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ABSTRACT: The 5-year cycle of residential planning in Ho Chi Minh City (HCMC) has underestimated population 
growth since 1991. This has resulted in the disruptive and uncontrolled expansion of settlement across the city. 
The outcome is a complicated mix of new spontaneous dwelling areas in the city featuring a number of distinct 
urban morphologies. Some previous studies have shown impacts of such urban morphologies on the comfort levels 
in outdoor environments. The paper examines the correlation of microclimatic conditions and constituents that 
create the urban spatial form of residential neighbourhoods in HCMC. A total of seven dwelling urban patterns 
were studied. Field measurements of physical variables were conducted in summer 2017 whilst the meteorological 
data were recorded. Furthermore, in studies of two urban types, the microclimatic characteristics were found to 
vary under different urban contexts. During warm months, the outdoor thermal conditions for pedestrians were 
found to have average air temperatures between 32-34°C; a range of wind flow at the occupied level from 0.1-
0.9m/s, and average humidity level of 57-60% over all types surveyed. The occupants’ delight in outdoor comfort 
was found in formally planned dwelling blocks; meanwhile, the compact neighbourhoods were characterised by 
cooler temperatures but poor airflows and daylighting.  
KEYWORDS: Urban structure, microclimate, comfort, residential buildings, Ho Chi Minh City 

 
 

1. INTRODUCTION 
Since the initiation of the ‘Doi Moi’ economic 
renovation in 1986, many reforms have occurred 
across Vietnam, in which HCMC has played the leading 
role [1]. The economic changes are linked to an 
explosion of population and urbanisation. The census 
2015 concluded the total population of HCMC to be 
nearly 9m people; this figure is almost 1.8 times higher 
than in 1999. Over 90% of citizens live in urban areas 
[2,3]. The population growth is linked to a massive 
urban expansion and increase of housing demand 
from both local people and immigrants. The city area 
covered by hard construction surfaces increased by 
20% between 1989 and 2006 and is associated with an 
increase in average surface temperature of 4°C in 
urban areas [4].  
The exacerbation of urbanisation and population 
results in chaotic urban development without clear 
management of long-term planning and priorities in 
HCMC. The increasing urban heat island (UHI) impact 
caused by land use and city configuration along with 
climate change have negative influences on comfort 
conditions, health, and energy use of buildings [5]. 
Variations of urban geometries contribute to the 
differences of microclimate and outdoor comfort for 
occupants which can be beneficial. Many authors 
pointed out this relationship at different urban scales: 
building-to-building, urban blocks, and city scale [6,7].   
Using a database for systematical classification of 
urban structure types in HCMC [8], this paper analyses 
the variations of urban patterns related to residential 

buildings through their urban constituents. It then 
identifies the variation in environmental performance 
according to the different urban types. Finally, the 
effects of urban morphology on microclimate are 
determined by application of a combination of three 
methods (consisting of mapping, field measurements, 
and simulation).  
The study goes on to propose appropriate 
recommendations for the urban design of residences 
to improve outdoor thermal comfort that can lead to 
greater satisfaction with indoor ambient conditions 
and consequent reductions in energy demand. 
 
2. AREA OF STUDY  
HCMC is the second largest city in Vietnam and is 
located in the South-Central part of the country. The 
city experiences a climate of high air temperature, high 
humidity, and heavy rainfall throughout the year. The 
mean annual temperature is 28°C; however, over 
summer the extreme temperature peaks at 40°C. The 
average monthly relative humidity ranges from 70% to 
85% [9]. Two prevailing winds through the city are 
west and southwest monsoon winds in the rainy 
season and the north and northeast monsoon winds in 
the sunny season. Furthermore, the trade wind from 
south and southeast also operates from March to May.  
The total of city area of 2093 km² is occupied by four 
regions: core-centre, former inner, new inner, and 
suburban. The city projections to 2025 expect a rise in 
population to 13.9m, an expansion to 750km² of built-
up area, urbanisation of new inner and suburban 
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districts and a decline in population in the centre [10]. 
Since 2015, over 300 residential projects have been 
developed across the city; mainly in new districts and 
peripheral areas. Impacts from expanding residential 
neighbourhoods as well as global warming have 
accelerated the urban environment’s vulnerability. 
The microclimate has changed with greater variability 
between neighbourhoods and increasing risks for 
comfort and air quality experienced by occupants in 
HCMC. The city’s mean temperature has risen by 0.9-
1.2°C since 1958 [11]. The climate changes and man-
made modification result in the unsatisfactory 
microclimatic conditions in and around buildings, and 
trends for increased energy use by households. 
 
3. STUDY ON URBAN STRUCTURE TYPES 
Between 2010 and 2014, a research group from the 
University of Cottbus, Germany carried out a project 
on the adaptation of HCMC to climate change. One 
valuable outcome was the categorisation of the urban 
structures related to building types, urban elements, 
and their constitution for both fully planned and 
informally designed areas. By using a tool of Land-use 
Map 2010 at a scale of 1:25,000 combined with 
fieldwork, a total of 82 city structure typologies were 
identified covering 16,292 blocks. In this, a subset of 5 
major types was classified: residential, public & special 
use, industrial & commercial, green spaces, and traffic 
system & water networks.  
 
Table 1: Summary of urban structure types of ‘shophouses’ 
(source: Downes & Storch, 2014) 

 
 
Settlement structures were assigned to 6717 blocks 
including 12 patterns and with 6436 blocks categorised 
as urban low-rise dwellings, which occupied 20.5% of 
the total HCMC surface area (Table 1) [8]. The density 
of all dwelling urban structures differs over the city. 
The morphologies of residential blocks are determined 
by land use, coverage ratio, road patterns, housing 
archetypes, building stories, green areas, spatial 
planning, and population density. For this paper, seven 
urban geometries highlighted in Table 1 were studied 
considering physical characteristics, climate, and 
impacts of urban components on the environment. 
 
4. RESEARCH METHODS 
4.1 Collection of residential urban types for analysis 

All seven categories which provide a good selection of 
commonly dwelling urban structures were visited and 
outdoor environmental parameters were measured. 
The proportions of the investigated urban types are 
shown in Figure 1, in which, Type 3 & 4 are the most 
dominant. Each type is characterised by a distinct 
spatial morphology; however, because of some similar 
constituents of some urban typologies, four groups of 
urban types were identified: Group 1 (Type 01 & 02), 
Group 2 (Type 3), Group 3 (Type 04, 05 & 06), and 
finally, Group 4 (Type 7) (Figure 2). 

 

 
Figure 49: Sector of urban housing types in the research 
 
Group 1 was characterised by terraced housing 
archetypes located perpendicular to main streets in a 
back-to-back pattern, and with communal spaces 
within each residential block. The distribution of 
Group 1 is high in new and peripheral districts of HCMC. 
Group 2 has a high density of occupancy found in the 
2060ha of the inner-core and new inner areas of the 
city. The spatial structure of Group 2 has the regular 
development of low and high shophouses facing to 
narrow streets/alleys. The spaces within buildings are 
usually narrow and open to the main streets. Group 3 
includes three urban types; the major feature of this 
group is an irregular and non-homogeneous high-
density pattern of dwellings with narrow streets or 
alleys. The buildings are located along the outer edges 
of the main streets. The houses’ architecture varies 
with no single archetype. Group 4 is generally found in 
the new inner and suburban neighbourhoods of HCMC. 
This group’s morphology is characterised by a less 
dense structure and regular arrangement of houses. 
The housing types found in this group include new and 
rudimentary houses of one to three stories along main 
streets. Within buildings, many unplanned green 
spaces can be found. 
 

 

Type ‘Shophouse’ category No of blocks Build. ratio Surface area (ha)

1 Regular new community 62 60 392

2 Regular new 100 70 450

3 Regular + narrow street 592 75 2,063

4 Irregular high density 425 78 1,602

5 Irregular + yards 794 57 4,444

6 Shophouse irregular & regular 23 69 350

7 Regular + yards 153 44 2,020

8 Irregular clustered 741 30 5,490

9 Irregular scattered 815 28 6,990

10 Irregular +large gardens 2,342 5 17,133

11 Irregular temporary 85

12 Shophouse + industry 222 74 1,292
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Figure 50: Five urban structure types for studying (1: Type 1, 
2: Type 2, 3: Type 3, 4: Type 4+5+6, and 7: Type 7) 

 
4.2 Research techniques 
Three techniques of analysis were used: mapping, field 
measurements and simulation. Mapping is a tool to 
understand the urban form and building footprints of 
the urban blocks through satellite photos and negative 
drawings. The microclimate of the urban blocks was 
estimated from simulation software. For the field 
study, 59 locations covering seven urban typologies of 
terraced houses around HCMC were visited in April 
and May 2017. The climate in these two months is the 
most rigorous because of heat and lower precipitation. 
For each dwelling block, a house was selected with 
measurement of indoor and outdoor air temperature, 
relative humidity (RH), and airspeed. Date and time of 
measurement, as well as, sky condition were also 
recorded. The measurements were carried out from 
9:00 am until 17:00 pm over two months. The outdoor 
environmental parameters were collected from 
manual instruments at the level of pedestrians and 
were read after 3 minutes of calibration. Air velocity 
was averaged by a number of measurements over 3 
minutes. Along with the field measurements, the 
meteorological data of city weather station were also 
recorded.  
For simulation, the software of ENVI-Met was used to 
estimate the thermal conditions in terms of air 
temperature and air movement for the months of 
March, June, September and December; and from 
9:00 am to 15:00 pm. The simulation was processed 
for sample areas defined by zones of 100mx100m 
(Figure 7). 
 
5. RESULTS AND DISCUSSION 
5.1 Outdoor climate 

The meteorological data of HCMC from Tan Son Hoa 
weather station published by the Ministry of 
Construction in 2009 show that the maximum, 
minimum, and average temperature was 34.6°C, 26°C, 
and 29.2°C respectively over both April and May. 
Furthermore, the RH values ranged from 72% to 79%, 
and the average airspeed varied from 2.5 to 3.3m/s [9]; 
however, it was also noted that the city macroclimate 
was changing so more recent years were examined. 
World Weather Online (WWO) predictions for HCMC 
in 2017 indicated changes with mean values of 
temperature, RH, and airspeed in those months being 
34°C, 67%, and 3.8m/s respectively. Additionally, the 
air temperature peaked at 38°C in April. The total 
summer sun hours also increased to more than 300. 
The HCMC WWO climate predictions are relatively 
similar to the on-site measurements in terms of 

temperature and RH, but there is a significant 
divergence for air velocity measured in the field study 
and the recorded meteorological data. Although 
values of air velocity at a height of 10m are closer and 
more closely matched to the weather station, this is 
not the case for lower levels within urban areas. 
Summarising data from 59 environmental measuring 
points around the city at levels under 10m shows that 
the average temperature was 32.6°C (SD 1.63); mean 
RH was 61% (SD 8.06) and air velocity was 0.32m/s (SD 
0.19) (Table 2). Over summer, the outdoor 
temperature and airspeed reached a peak at nearly 
38°C and 0.9m/s respectively. Furthermore, when 
comparing to official Ministry data for microclimates, 
the environmental values of actual measurements 
were higher than the threshold of the acceptable 
thermal zone in hot months (29.5°C) [12]. In short, the 
microclimatic conditions surrounding the dwellings of 
HCMC in summer are more likely to provide urban 
discomfort for residents because of hot air and still 
winds.  
 
Table 2: The outdoor environment in summer over 59 cases 

 
 
5.2 Summer microclimatic conditions 
The on-site measurements of the physical variables at 
59 different locations across the city in summer 2017 
show the variations of the urban environment at 
micro-scale of the residential blocks. The environment 
surrounding dwellings classified according to four 
groups of urban structures was evaluated using 
boxplot analysis of air temperature, RH, and air 
movement. 
 
Air temperature 
Figure 3 shows the hottest thermal condition in Type 3 
dwellings, which was characterised by the highest 
median and maximum air temperature over summer. 
The hot environment around the buildings in this 
urban type may be the result of solar radiation being 
reflected by buildings and absorbed by asphalt roads. 
Due to the paucity of tree shading, the uncomfortable 
air temperature at the level of pedestrians is usually 
added to by the radiant and convective heat from high 
surface temperatures of unshaded roads. Reflected 
glare from the streets is also a problem for visual 
comfort.  
 

N Min. Max. Mean Std. Dev.

Air temperature °C 59 29.5 37.8 32.6 1.63

Relative humidity RH 59 41 79 61 8.06

Air velocity m/s 59 0.07 0.9 0.32 0.19
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Figure 51: Distribution of air temperture  

 
The average air temperature in Type 1&2 and Type 7 
areas was similar and close to the average of 32.6°C. 
However, the variability of the thermal conditions 
during the day and between different locations in Type 
1&2 was narrower at 2.5°C (31-33.5°C) compared to 
the variation of 5°C (29.5-34.5°C) in Type 7. In Type 4, 
5 & 6, the mean of air temperature outdoors was the 
lowest of all seven urban patterns. Under the urban 
form depicted by the irregularity and high dwelling 
density in Group 3, overshadowing between buildings 
reduces the impact of solar heat, producing a cooler 
thermal condition in these types. However, the 
compact urban pattern may provide an obstruction for 
airflow and comfort convective cooling. In addition, 
the observations indicate a minimum temperature in 
Group 3 & 4 was the coolest at 29.5°C. The unplanned 
large green areas in Group 4 probably play a significant 
role in moderating the microclimatic conditions 
around residential neighbourhoods. Thus, the thermal 
environments here are more pleasant for the 
occupants. 
 
Relative humidity 
Relative humidity varied quite widely between 48% 
and 80% across the urban types during summer. Some 
details are shown in Figure 4. The hot air temperature 
caused the dry environment over summer in Group 2, 
while the air condition was more moisture in Group 1, 
3, & 4. However, acceptable relative humidities as 
defined by TCVN 7438:2004, show that almost 100% 
and 75% of RH conditions surrounding Group 2 and 
Group 1,3,&4 respectively comply with the standard 
from 30% to 70%.  
Data collated for the lowest density neighbourhoods 
(Type 1+2) and the highest density blocks (Type 4+5+6), 
the climate can be more humid; therefore the 
supplement of breezes is significance in improving the 
thermal comfort by dissipating moisture in the hot 
condition. In summer, the relative humidity in Group 1 
and 3 peaked at 80% and 77% respectively.  
 

 
Figure 52: Distribution of relative humidity 
 

Natural wind environment 
Unlikely the meteorological data, the observations of 
the wind environment at the lower level within urban 
dwelling blocks show the majority of air velocities 
were weak, typically less than 0.3m/s over the summer 
period. The difference found between climatic data 
and actual measurements is significant for planning 
and design of dwellings.  
From previous studies, the acceptability of natural 
wind range for occupants in the tropics was predicted 
as either 0.3-0.9m/s (i) [14] or 0.5-1m/s (ii) [15]. The 
histogram analysis of air movement in hot months 
concluded that the cooling effect provided by natural 
wind was not beneficial and insufficient over 53% or 
75% of residential neighbourhoods surveyed in total 
corresponding to findings (i) or (ii). 

 

 
Figure 53: Distribution of air velocity measured in summer 
2017 

 
Airflow in the city ranged from 0.1-0.9m/s in summer 
months (Figure 5). However, the spatial structure of 
different urban types causes variations in the air 
movement environment. In observations of seven 
urban types, the condition of air flow in Type 1, 2, & 7 
was the most comfortable because of certain 
beneficial urban characteristics, for example, the low 
population density, green sidewalks, regular road 
pattern, simple road system, and large open spaces 
around. Approximately 70% of airspeed values 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

210 

observed fell into the acceptable zone of 0.3-1m/s in 
these urban patterns. The maximum air velocity in 
Type 7 was recorded at 0.9m/s (Figure 6). 
High-density construction and the irregular urban 
morphology may well explain the poor performance of 
wind flows in Types 4+5+6. 75% of airspeeds were 
lower than 0.3m/s, causing summer thermal 
discomfort in these types. In Type 3, the variability of 
wind speed was wide from 0.1 to 0.8m/s, and half the 
values were above 0.3m/s in the hot months. 

 

 
Figure 54: Distribution of air movement by urban types in 
2017 

 
5.3 Investigating the thermal environment of two 
samples of residential neighbourhoods 
This section studies the microclimate of two dwelling 
blocks: Type 2 (sample 1) and Type 3 (sample 2) by 
using computational analysis. The urban morphology 
of the two samples is described in Figure 7 and there 
are variations of urban parameters between both 
samples. Firstly, for building form and coverage, in 
sample 1, the housing design complies with some 
archetypes; the building height is 4 stories, and the 
building density is medium. In sample 2, the design of 
4-story houses is non-homogeneous and the 
construction coverage is much denser. Secondly, 
despite the same regular road pattern in both samples; 
the pattern is more compact in sample 2 of Type 3. In 
sample 1, more open spaces and green 
sidewalks/driveways are observed; while the 
narrow/medium streets without trees/pavements are 
the only empty spaces within the block.  
 

 
Figure 55: Urban pattern of two samples: Type 2 (1), Type 3 
(2) 

 

 
Figure 56: Distribution of air temperature of two studied 
urban types at 15:00 pm, on the 21st date  (Vi Ho, 2017) 

 

 
Figure 57: Air pattern of two studied urban types (Vi Ho, 2017) 

 
Figure 8 shows the outdoor thermal performance of 
two samples at 15:00 pm, on the 21st date of March, 
June, and December. Despite the more green areas in 
sample 1, the wide asphalt roads contribute to an 
increase in temperature in the air around the dwellings. 
The thermal condition outdoors in this urban type is 
hotter than in sample 2 of Type 3 which gets the 
benefit of overshadowing between buildings. In 
December, the cooler climate of the city has caused 
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the temperature to drop by 2-4°C in both samples 
compared to the hot ambient temperatures in 
summer. The hot condition in sample 1 can provide 
discomfort not only for the passengers outdoors but 
also for the occupants in naturally ventilated houses 
due to thermal exchange between internal and 
external climates. Moreover, in sample 2, the compact 
building pattern is effective in protection from solar 
heat and retaining coolness, but that is also a problem 
of weak air flows and poor daylighting. 
Building density and narrow common spaces in sample 
2 give a rise to the poor quality of wind flow through 
urban canyons within building groups over three 
studied months (Figure 9). In sample 2, the monthly 
change of wind direction has an impact on the 
variation of air flows. During March, wind typically 
flows horizontally in front of the building; however, 
vertical wind patterns along to building side is 
observed in June. Figure 9 shows the simulated results 
of air pattern are comfortable for the occupants in 
March and June in sample 1 of Type 2. The free open 
spaces combining vegetation can accommodate the 
air flows around the block with a wide air movement 
range of  0.6-2.7m/s. However, in December, the wind 
condition is still with an air velocity of under 0.3m/s in 
both samples, which may impact on occupants’ 
thermal satisfaction.  
 

6. CONCLUSION 
The study confirms thermal discomfort in exterior 
climates in cities of the tropics such as HCMC. This 
arises from urban development and human activities 
and likely subsequent to affect indoor comfort and 
lead to higher levels of energy use. 
The field measurements show the existence of heat 
islands in macro-neighbourhoods across the city. The 
unplanned and planned development of compact 
urban areas may result in warmer conditions and 
reduced natural wind flows. The outdoor 
environments were thermally uncomfortable due to 
observations of hot air temperature and the still air 
velocity across the majority of the city.  
At the micro-scale of housing urban blocks, spatial 
planning factors have significant impacts on the 
environmental conditions around buildings. Variations 
in microclimate were found in the field studies and 
simulation under different urban morphologies. The 
deviation of physical values between urban types 
includes 0.5-1°C of air temperature, 3-7% of humidity, 
and 0.2-0.4m/s of wind speed in summer. The more 
comfortable environment was found in Type 1,2 & 7. 
The results of the study encourage practitioners to 
consider urban microclimate and to find the 
correlation between changes of outdoor climate and 
interior environment at the beginning of the design 
process. Further measurements carried out 
simultaneously in more and different urban areas of 

the city would facilitate even better analysis. In 
addition, comfort surveys for pedestrians would offer 
potential to correlate between climate and human 
sensations. 
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ABSTRACT: The study addresses issues of the detection of built-up areas based on satellite images and prediction 
of changes in spatial planning using artificial neural networks. Using satellite images from the Landsat satellite, 
the authors have developed a built-up areas detection model using a combination of indexes such as NDBI, NDVI 
and MNDWI. The quality of classification was empirically verified on the basis of a set of randomly selected image 
points. Forecasts of changes in spatial planning were carried out with the use of two types of neural networks: 
MLP and RBF. For MLPs, the activation functions, such as logistic, hyperbolic tangent, Gaussian and sine, were 
tested. In total, more than 5.000 different models of artificial neural network have been built and verified. The 
simulations covered two areas diversified in terms of building density – fragments of the cities of Lodz and Zgierz 
located in central Poland in central Europe. Developed model provided changes in built-up areas between 1998 
and 2006. In order to confirm the quality of model’s operation, the authors calculated percentage correctness of 
the area classification, which was 94.06% for the area with a higher degree of urbanization and 91.86% for the 
less urbanized area. 
KEYWORDS: Satellite Images, Spatial Changes, Urbanization, Artificial Neural Networks 

 
 

1. INTRODUCTION 
Changes in spatial planning have an undoubtedly 
significant impact on both the local and consequently 
global climate. This clearly translates into the quality 
of people’s life. Progressive urbanization can partly be 
controlled on a legislative basis, but in the long term it 
is highly dependent on economic issues related to the 
degree of “attractiveness” of the particular area. The 
possibility to predict the direction of future changes in 
spatial planning is an important element from the 
point of view of persons, who have a key role in 
development of urban areas, as well as for individual 
investors. Thanks to the knowledge of estimated 
future demand for the particular type of property, it is 
possible already a few years earlier to implement 
appropriate legal regulations and thus to ensure 
appropriate, sustainable, infrastructure development. 
It should be noted that such elements of technical 
infrastructure as e.g. electricity system require 
relatively large-scale investment and time to build 
them. 
An aim of the study was to build a universal model 
forecasting the development of urban structures in 
two selected areas of central Poland – the Lodz 
agglomeration (fragments of Lodz and Zgierz cities) 
with different levels of development intensity. A tool 
from the field of artificial intelligence, i.e. artificial 
neural networks (ANNs) was used in this study to 

predict changes of urban development based on 
images from the Landsat satellite.  
 
2. ARTIFICIAL NEURAL NETWORKS 
Artificial neural networks (ANNs) date back to the 
1940s of the 20th century. McCulloch and Pitts [1] are 
commonly considered to be the creator of artificial 
neurons used today. 
 
2.1 Construction of the artificial neuron 
The diagram of nerve cell is shown in Fig. 1. Signals are 
introduced into the cell via inputs (xn), which are 
equivalent to biological dendrites. With each of 
described inputs a certain number of real is coupled – 
so-called weight (wi). The values entered into the cell 
are multiplied by these weights, and resulting products 
are added up. This results in so-called total stimulation 
of the neuron. This value is then transformed by 
means of so-called activation function (f). 
 

 
Figure 1: Diagram of an artificial neuron. 

 
 The most popular functions are: logistic, hyperbolic 
tangent, modified sine, Gaussian and identity (Fig. 2 
shows graphs of selected activation functions). The 
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resulting value is then derived from the cell by means 
of output (y), which is the equivalent of biological 
structure called axon. 
 

 
Figure 2: Graph of selected activation functions. 
 

2.2 Types of ANNs 
The individual nerve cells are combined with one 
another to form a network of cells called ANNs. There 
are many types of ANNs that differ in a number of cells, 
their interconnectivity and way they are trained. In 
view of the last of mentioned elements, a distinction is 
made between supervised and unsupervised networks. 
In the first, there is a subprogram indicating ANN with 
appropriate algorithms (usually gradient), which 
neuron contributed to the extent to which model error 
occurred and how to modify weights in all neurons in 
order to make ANN responses more precise. This 
method requires knowledge of the output patterns. 
 

 
Figure 3: Diagram of MLP. 

 
Knowledge of output patterns is not required when 
using unsupervised teaching method. Only the 
network input data is needed. In the process of 
training the network, it is possible to notice a tendency 
to increase the value of weights on entries of neurons. 
This implies some kind of feedback. Increasing weight 
causes greater activity of nerve cells. Some neurons (or 

their entire groups in which cells cooperate) are 
activated when the given model is stimulated. In self-
organizing networks, there is both the effect of 
competition within and between neurons, as well as 
cooperation between neurons. ANN training would 
not be possible without the redundancy of teaching 
data. Repeated presentation of the ANN of similar data 
enables the network to draw conclusions allowing it to 
gain knowledge [2]. 
Networks based on the first of these methods – 
supervised teaching – were used in the research. 
Models of feedforwarded multi-layered networks with 
the architecture of multi-layered perceptron (MLP) 
and radial base functions (RBF) have been used. In 
feedforward network, the signals flow from the ANN 
input to its output. There is no feedback (as in case of 
recurrent networks). The nerve cells are grouped in 
ANNs into so-called layers. In case of multi-layered 
networks, the ANN shall have at least one so-called 
hidden layer, in addition to input and output layers. 
Diagram of MLP construction was presented in Fig. 3. 
The RBF networks are a modification of MLP. There is 
always a single hidden layer in them, which neurons 
use bell-shaped activation functions, i.e. symmetrical 
in relation to x-axis (e.g. Gaussian function). The 
neurons of output layer are built on the basis of linear 
activation functions, and they aggregate the values of 
output signals of the hidden layer neurons by 
calculating their weighted sum. The diagram of RBF 
network construction was presented in Fig. 4. 
 

 
Figure 4: Diagram of RBF. 

 
2.3 Training the neural network – the MLP example 
In the process of supervised ANN teaching, the training 
data are repeatedly presented. The reaction of 
network to their presentation is compared to 
reference signals in each case. Any deviations result in 
activation of training algorithms (usually gradient) 
resulting in the modification of weights in neurons so 
that subsequent ANN responses were less error-prone. 
The described method requires separation of its part 
called the teaching set from the data set. Each time all 
data from the set is entered into the ANN, it is called 
an epoch. Along with continue the training process, 
the error generated by networks decreases 
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asymptotically to zero. However, it turns out that only 
until a certain point ANN learns in an “intelligent” way, 
gaining the ability to generalize knowledge, and then 
comes so-called effect of overtraining. As a result, the 
ANN’s response to the training set data is improving, 
but the ANN’s errors are increasing dramatically when 
entering data from outside the training set into the 
network. In order to prevent the occurrence of 
overtraining effect, it is necessary to isolate another 
set of data – validation one. Its task is to control the 
calculation of ANN error in the training process, but 
without running the weights modification mechanisms. 
At a time when the operation error of ANN for the 
validation set increases, this means that the training 
process has to end as its continuation will lead to this 
overtraining effect. The error course for data from 
both sets is presented in Fig. 5. Only this way the ANN 
taught can be subjected to final testing with data from 
the third set – the test – which has never been shown 
to the networks before. The used approach 
guarantees a high reliability of results. 
 

 
Figure 5: Error course during ANN training. 

 
RBF networks use different training algorithms than 
MLP. More about training the RBF network can be 
found in [3]. 
Regardless of the type of used ANN, it is necessary to 
select the appropriate input and output variables. This 
process is most often of an experimental nature. 
Applied variables are usually similar to those used in 
models not based on ANN. 
 
3. RECOGNITION OF LAND COVER TYPES 
Satellite images have now become widely available 
and their quality grows (among others by increased 
resolution). One of the most popular sources of 
satellite images is the Landsat program, which has 
been collecting earth images since 1972. In 1984 and 
2013, in the orbit the Landsat 5 satellite was in 
operation, officially setting a new Guinness World 
Record for “longest-operating Earth observation 
satellite”. Due to the availability of satellite images 
over many years, data from this satellite have been 

used for empirical studies. Table 1 contains a list of 
available bands along with lengths of received waves. 
[4] 
One of the popular recognition methods of spatial 
planning types based on satellite images is the use of 
such indexes as: Normalized Difference Vegetation 
Index (NDVI), Normalized Difference Built-up Index 
(NDBI), Index-based Built-up Index (IBI), Enhanced 
Built-Up and Bareness Index (EBBI) and Modified 
Normalized Difference Water Index (MNDWI). 
 
Table 1: Satellite bands of Landsat 5. 
 

Bands 
Wavelength 

(micrometers) 

Band 1 – BLUE 0.45 – 0.52 
Band 2 – GREEN 0.52 – 0.60 
Band 3 – RED 0.63 – 0.69 
Band 4 – Near Infrared (NIR) 0.76 – 0.90 
Band 5 – Shortwave Infrared (SWIR) 1 1.55 – 1.75 
Band 6 – Thermal Infrared (TIR) 10.40 – 12.50 
Band 7 – Shortwave Infrared (SWIR) 2 2.08 – 2.35 

 
Among the most commonly used are Normalized 
Difference Vegetation Index (NDVI) [5] presented on 
Equation (1). 

NDVI = (NIR - RED) / (NIR + RED)        (1) 

The construction of NDVI predisposes it as a tool to 
identify the types of green areas. [6] It does not work 
well enough as a classifier of other spatial planning 
types of the area. In the subject literature, indexes 
derived from NDVI are used to define them. One is the 
Normalized Difference Built-up Index (NDBI). Its 
construction is shown on Equation (2). 

NDBI = (SWIR - NIR) / (SWIR + NIR)        (2) 

The application of NDBI alone often turns out to be 
insufficient due to the fact that some green areas have 
been incorrectly classified as built-up areas. The aim of 
their elimination is to use the NDVI, which enables 
identification of green areas and their final removal 
from the set. This approach was applied by He et al. [7] 
and confirmed by Bhatti and Tripathi [8]. 
Other indexes used for detection of built-up areas are 
the Index-based Built-up Index (IBI) [9] and the 
Enhanced Built-Up and Bareness Index (EBBI) 
calculated according to Equations (3) and (4). [10] 

IBI = [2 x SWIR / (SWIR + NIR) - ((NIR / (NIR + RED)) + 
(GREEN / (GREEN + SWIR)))] / [2 x SWIR / (SWIR + 
NIR) + ((NIR / (NIR + RED)) + (GREEN / (GREEN + 
SWIR)))]                                                                 (3) 

EBBI = (SWIR - NIR) / 10√(SWIR + TIR)       (4) 

The Water Ratio Index (WRI), the Normalized 
Difference Water Index (NDWI) and the Modified 
Normalized Difference Water Index (MNDWI) are 
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commonly used to detect water areas. [11] The last 
was described below – Equation (5) – due to its use in 
empirical studies. 

MNDWI = (GREEN – SWIR) / (GREEN + SWIR)      (5) 

The possibility of predicting changes in land cover with 
the use of ANNs was confirmed in research conducted 
by among others: Jiang et al., Qiang and Lam, Mishra 
and Rai [12-14]. 
 
4. METHODOLOGY 
The process of predicting changes in spatial planning 
was divided into the following stages: 
Selection of areas and acquisition of images from 
Landsat satellite for 1988, 1998 and 2006; 
Calculation of selected remote sensed indexes and 
classification of the area into one or a few classes; 
Construction of ANN model (based on data from 1988 
and 1998), as well as prediction of changes in spatial 
planning and their verification with data for 2006. 
Fragments of the largest cities in Lodz agglomeration – 
Lodz and Zgierz were selected to this study. Poland is 
a country located in the Eastern Europe. Lodz is the 
third largest population and fourth largest city of the 
country. The first of selected areas (in Lodz) covered 
the urban tissue with high intensity of building 
development. The second covered the city of Zgierz 
along with suburban areas. The described choice of 
areas has been made due to different type of spatial 
planning and different dynamics of its changes. 
At the first stage, images were acquired from the 
Landsat satellite for 1988, 1998 and 2006. It should be 
noted that the ideal solution would be to use images 
between which is exactly the same time interval. 
Unfortunately, due to poor quality of images taken in 
2008, it was necessary to use material from 2006. On 
acquired images, one pixel corresponded to the area 
of 30 m x 30 m. 
The second stage included calculation of selected 
indexes of remotely sensed analysis in order to 
determine the type of spatial planning of the 
represented area as a single pixel on acquired satellite 
imagery.  
In case of analyzed area, a usage of NDVI turned out to 
be impossible due to low precision of obtained results 
– classifying the single-family building development as 
agricultural lands. In view of above, for determining 
the urbanized area were used indexes: NDBI, IBI and 
EBBI. The obtained classification was characterized by 
a higher precision of results; however to built-up areas 
were included water reservoirs and vegetation. It was 
necessary to eliminate them by distinguishing in the 
raster image of green areas with NDVI (value>0.2) and 
water areas based on MNDWI (value>0.15). The given 
threshold values were experimentally estimated. 
Finally, the urban lands in central part of Lodz and 
Zgierz were outlined. Fig. 6 shows the areas of studied 

fragment of the city of Lodz for 1998 classified as built-
up by NDBI (left) and after correction taking into 
account NDVI and MNDWI (right). An analogous 
classification for Zgierz is presented in Fig. 7. 
 

 
Figure 6: Built-up areas of Lodz (in 1998) determined using 
the NDBI (left) and using the method presented by the 
authors of this study (right). 

 

 
Figure 7: Built-up areas of Zgierz (in 1998) determined using 
the NDBI (left) and using the method presented by the 
authors of this study (right). 

 
Results obtained for 2006 (Fig. 8) were randomly 
verified in the empirical way by comparing them with 
the actual state both on available maps and direct 
observation. For selected randomly 100 points, 
93.00% of the classification level has been reached. 
This result should be considered to be highly 
satisfactory. Similar classification quality (92.65%) 
using similar methods obtained by Zha et al. [15]. 
 

 
Figure 8: Built-up areas of Lodz (left) and Zgierz (right) in 
2006. 

 
The above division was tantamount to distinguish 
between built-up and undeveloped areas. In this case, 
green areas were only a subset of unbuilt areas. NDVI 
as previously was used in order to detect them. 
The third stage of study consisted on building and 
testing about 5000 different models of artificial neural 
networks. Among them were both MLP and RBF 
network. The set of activation functions included: 
logistic, hyperbolic tangent, Gaussian and sine. The 
input variables were coordinates of the pixel’s position 
in the image, information on the number of built-up 
areas and green areas in the neighborhood of 4 (Fig. 
9a) and 8 pixels (Fig. 9b). The former variables were 
used to determine to what extent the analyzed area 
(pixel) is surrounded by built-up areas and green areas. 
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The year of the forecast was not directly used in the 
model because the test set contained the value of the 
dependent variable only for 2006. The use of an 
additional, in this case unnecessary variable due to the 
construction of a neuron (Fig. 1) might only lead to 
adding up the additional signals burdened with 
forecast error in the nerve cells’ subsequent layers. 
The number of pixels, from which each of analyzed 
images was built, took out 480940 (865 pixels x 556 
pixels). 
 

 
Figure 9: Types of pixels’ neighborhood: a) 4-elements, b) 8-
elements. 

 
5. RESULTS 
The best of built models was MLP of 8-11-1 
architecture (Fig. 10), which neurons in hidden layer 
had activation function in the form of hyperbolic 
tangent, and in the output layer a logistical function.  
 

 
Figure 10: Scheme of the best MLP. 

 
The network was taught using the conjugate gradient 
algorithm. Table 2 includes statement of the 
prediction accuracy. The correctness of forecasts 
concerning the built-up areas (2006) was over 90% for 
both Lodz and Zgierz. It should be noted that in both 
cases most of the areas did not lose their function, i.e. 
undeveloped areas remained undeveloped, and 
developed areas did not undergo the process of de-
urbanization. Therefore, it is justified to verify the 
correctness of forecasts only in case of those areas 
which were subject to urbanization in the analyzed 
period. The correctness of forecasts for the areas 
covered by urbanization process was noticeably lower. 
For Zgierz area it was 70.48%. For a highly urbanized 
area, i.e. the city of Lodz, the correctness of forecasts 
reached 78.02%, which should be considered as a 
highly satisfactory result. None of the RBF networks 
has reached the acceptable precision of the forecasts. 
All of them generated less than 65% of correct answers.  
 
Table 2: Statement of the percentage of built-up areas 
prediction correctness. 
 

Area Correctness of forecasts (%) 

built-up areas in 
2006 

changes of areas from 
unbuilt areas in 1998 to 
built-up areas in 2006 

Lodz 94.06 % 78.02 % 
Zgierz 91.86 % 70.48 % 

 
6. CONCLUSION 
Results of conducted empirical studies confirm the 
possibility and validity of predicting changes in spatial 
planning using ANN. The best of tested models turned 
out to be MLP. It was characterized by a high precision 
of obtained results. Special emphasis should be put on 
the degree of prediction correctness on the level of 
94.06 % in case of the city of Lodz. Developed model 
achieved noticeably better results in an area having 
higher level of urbanization. Further research to 
improve the quality of projections should be carried 
out in the field of optimizing the set of explanatory 
variables. For example, it would be recommended to 
enrich the information on distance of each area 
represented by a single pixel of the image from 
selected technical infrastructure components. 
However, this is related to technical problems 
consisting in identification of the type of infrastructure 
based on satellite imagery. Therefore, it is necessary 
to carry out further studies, including data available 
from other sources. 
The disadvantage of applied research method is 
necessity of experimental selection of threshold values 
of NDVI and MNDWI in order to correctly identify 
green areas and water areas. Threshold values can 
vary considerably, not only depending on the time of 
year for which they are calculated, but also on the area 
covered by the analysis. Therefore, it would make 
sense in the future to use the ANN also for the purpose 
of automating the identification process of spatial 
planning. The literature analysis confirms this 
possibility [16-18]. In combination with the model 
described in this work, it would enable the creation of 
a comprehensive analytical and forecasting system for 
the assessment of progressing urbanization process. 
Moreover, such a system could be the starting point 
for planning works to design urban areas in 
accordance with the sustainable development 
principle. The usage of these models may contribute 
to the economic optimization of investments in future 
built-up areas, as well as give a potential opportunity 
to stem the often undesirable phenomenon of a 
suburbanisation on the legislative ground. 
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ABSTRACT: This paper aims to identify the potential of natural ventilation for cooling a representative two-
bedroom residential apartment layout in India. India faces an unprecedented demand for residences and must 
reduce energy consumption associated with air-conditioning. Three significant climates and cities in India are 
investigated in this paper. The potential to extend the hours of the year for which thermal comfort is achievable 
using natural ventilation strategies is tested. This potential is identified by employing analytical methods to design 
and size ventilation capacity. Five natural ventilation design strategies are used over several scenarios varying 
window free area and ceiling fan speed. Indoor temperature setpoints are based on the India Model for Adaptive 
Comfort. Results are given as percentage of hours of the year for which natural ventilation is capable to remove 
calculated heat gains. Percentages of hours are divided into day-time and night-time. Findings show that the 
combination of large windows or balcony doors with additional ventilation openings and ceiling fan increases the 
total percentages of hours of the year for which natural ventilation is effective impacting on substantial energy 
consumption reduction with air-conditioning. Conversely, this potential varies with climate, and hence location. 
KEYWORDS: Natural ventilation, Residential buildings, IMAC, Ceiling fan, Tropical climate 

 
 

1. INTRODUCTION 
The demand for residences in India will result in an 
increase of 400% in built area over the next three 
decades [1]. This demand will be fulfilled mostly with 
high-rise apartment blocks. Raise on income, growing 
expectation of thermal comfort and falling cost of air-
conditioning (AC) systems will result in a record 
amount of AC being installed in residences in India: 
from 25 million now to 380 million in 2050 [2]. Energy 
consumption with AC will represent 45% of the total 
demand with buildings [3]. The development of high-
rise residential buildings that are suitable for Indian 
climates and able to curb the energy consumption 
with AC has been considered of high priority for the 
Indian Government to tacke a future energy crisis. This 
is aligned with international efforts such as the Mission 
Innovation Project and the Advanced Cooling 
Challenge launched by the Clean Energy Ministerial. 
Natural ventilation (NV) has the potential to improve 
thermal comfort while reducing energy consumption 
due to AC. This potential can be increased when NV is 
applied in conjunction with ceiling fans. Based on 
international collaborative research, this paper 
identifies the potential to expand the effectiveness of 
NV operating concurrently with ceiling fans for 
providing thermal comfort in residences in the 
challenging climates encountered in India. Three 
representative cities and climates in India are 
investigated. The potential of five NV design systems is 
identified using analytical methods [4,5]. Indoor 

temperatures are based on the India Model for 
Adaptive Comfort (IMAC) [6]. 
 
2. METHODOLOGY 
The following steps were employed in this work: 
define climate thresholds and temperature set points 
for each climate investigated; identify the percentage 
of hours of the year suitable for NV in each location; 
define size of windows and ventilation openings in a 
two-bedroom apartment layout; assess the impact of 
ceiling fans on the thermal comfort sensation; 
calculate the required airflow rates to remove heat 
gains; and calculate to what extent five NV design 
strategies can supply the required airflow rates. 
 
2.1 Climate thresholds and internal temperature 
Weather data from the Indian Society of Heating 
Refrigeration and Air-conditioning Engineers (ISHRAE) 
[7] were used for the three cities and climates in India 
investigated: Ahmedabad (hot-dry), New-Delhi 
(composite), and Mumbai (warm-humid). The internal 
temperature (Ti) is defined using the IMAC for mixed-
mode (MM) buildings, which operate as NV when 
temperatures allow and are assisted with mechanical 
devices when thermal comfort is not reached with NV 
alone. The IMAC-MM adaptive thermal comfort 
approach uses 30-day running mean outdoor 
temperatures ranging from 13°C to 38.5°C to calculate 
the neutral temperature ranging from 21.5°C to 28.7°C 
for these limits [6]. The algorithms calculate the 
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neutral temperature considering a ceiling fan to be 
operating at variable speed concurrently to NV. Here 
the IMAC-MM neutral temperature is considered as 
the initial Ti. 
 
2.2 Hours of the year suitable for NV  
The percentages of hours of the year for which climatic 
conditions allow NV for cooling to occur in each city is 
identified based on thresholds of relative humidity (RH) 
and air temperature. Firstly, weather data related to 
hours of the year were sorted for RH between 30% and 
70%. Secondly, hours for which the inside to outside 
temperature difference results in negative values 
(outdoor > indoor temperature) were rejected, 
indicating that NV for cooling is not feasible. The 
remaining hours of the year were considered feasible 
to apply NV for cooling. The percentages calculated 
were then compared to percentages of hours for 
which NV is feasible from three adaptive thermal 
comfort models: IMAC-MM and IMAC-NV [6] and 
ASHRAE-55 [8] (Table 1). 
 
Table 1: Percentages of hours for which NV is feasible as 
presented here and compared with reference models. 

 
 
2.3 Apartment layout and openings for ventilation  
A two-bedroom residential apartment layout is used 
as case study (Fig. 1), as described in the GBPN 
Technical Report [1], which is based on a residential 
building design survey. Residential blocks with this 
layout will be widely built to meet the increasing 
demand for residences in India. These new buildings 
must be suitable for, and allow adaptations driven by 
the different Indian climates, as well as being 
environmentally and economically viable. 

 
Figure 1: Apartment floorplan and cross-section [3]. 

 
The efficacy of two windows and a balcony door (Fig. 
2) to provide ventilation for this apartment layout is 
tested. The width of these openings is kept as designed 
for the apartment: 1.0m. The horizontal sliding 
window type ‘A’ is commonly employed in recent 
buildings across India, but it provides a small opening 
free area (Af). The double side-hung window type ‘B’ is 
an alternative to increase Af by two times with the 
same frame size as ‘A’. The type ‘C’ consists of a 
balcony door increasing Af by three times. A pair of 
purpose provided openings (PPOs) [9] for ventilation 
was inserted in each bedroom (type ‘D’, also in fig. 2): 
one near the floor and the other near the ceiling to 
improve buoyancy. These PPOs should be placed in 
opposite or adjacent walls to allow wind-driven cross-
ventilation. These PPOs are aimed to operate together 
with each of the three other types (A, B and C). Their 
efficacy was tested for some of the NV design 
scenarios (see section 2.6). 
 

 
Figure 2: Schematic view of the openings for ventilation. 

 
2.4 The impact of air velocity on the calculated Ti  
Ceiling fans operating concurrently with NV have the 
capacity to keep thermal comfort sensations at 
increased temperature setpoints, thus reducing the 
overall time for which AC must operate. The increase 

Ahmedabad New Delhi Mumbai Chennai

day night total day night total day night total day night total

MODEL 10% 21% 31% 12% 13% 25% 7% 9% 16% 6% 4% 10%

IMAC MM 34% 29% 27% 23%

IMAC NV 21% 20% 27% 20%

ASHRAE 55 20% 20% 16% 15%
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in the air velocity allows a proportional rise in the Ti 
whilst maintaining thermal comfort [10,11,12]. This 
proportionality is calculated as an exponential 
trendline based on values from ASHRAE-55 [8] (Fig. 3). 
Based on Fig. 3 the Ti calculated via IMAC-MM is 
adjusted considering a ceiling fan operating at three 
speeds: 0.6m/s, 1.2m/s and 1.8m/s. While ASHRAE-55 
indicates 1.5m/s as the limit for comfort in offices 
other authors report air velocities up to 2.0m/s as 
comfortable for residential environment [13,14,15]. 
 

 
Figure 3: Relationship between temperature and air speed. 
 

2.5 Required airflow rates to remove heat gains  
Information about equipment density and occupant 
numbers [1] and metabolic rates [5] were used to 
calculate internal heat gains. Heat change with outside 
was obtained using Energy Plus dynamic thermal 
modelling software for a simplified construction 
modelled in Design Builder. After calculating the total 
heat balance, then airflow rates necessary for cooling 
were calculated [16,17]. 
 
2.6 Achievable airflow rates with five NV systems 
The metric adopted to define the extent to which NV 
can be effective is the percentage of hours of the year 
for which the maximum achievable airflow rate with a 
given NV design system is either equal to or higher 
than the required airflow rate to remove the total heat 
gains. These NV systems are based on the guides CIBSE 
AM-10 [4] and CIBSE Guide A [5]. The NV design 
systems employed in this work are: 
Single-sided ventilation, one opening (window or 
balcony door) buoyancy-driven 
Cross ventilation, two or more openings (window or 
balcony door and PPOs) buoyancy-driven 
Single-sided ventilation, one opening (window or 
balcony door) wind-driven 
Cross-ventilation, two or more openings (window or 
balcony door and PPOs) wind-driven  
Cross-ventilation, two or more openings (window or 
balcony door and PPOs) combined buoyancy and 
wind-driven 
The capacity of each of these five NV design systems 
to provide the required airflow rates is tested based on 

the presented metric and applied for the two-
bedroom apartment layout. The openings type A, B 
and C are assumed to be fully open. The PPOs type D 
are added in the NV design systems that make use of 
two or more openings for ventilation (the second, the 
forth and the fifth NV design systems), and are also 
assumed to be fully open, while in operation. 
Discharge coefficients (Cd) adopted for each of these 
openings are: for single-sided ventilation Cd= 0.25, for 
cross-ventilation Cd= 0.60, and for the PPOs with 
external louvres at 45° Cd= 0.32 [4,5,18,19,20]. 
3. RESULTS AND ANALYSIS 
The results are displayed in this section in several 
charts. Percentages of hours are given for five NV 
scenarios separated for day-time, night-time and total 
time for the three cities and for openings type ‘A’, ‘B’ 
and ‘C’. Figures 4, 5 and 6 show results for a ceiling fan 
operating at 0.6m/s; Figures 7, 8 and 9 for a ceiling fan 
at 1.2m/s; and Figures 10, 11 and 12 for a ceiling fan at 
1.8m/s. All percentages hours are compared with 
benchmark percentage values obtained from 
reference methods: IMAC-NV, IMAC-MM and 
ASHRAE-55 (as previously shown in Table 1). 

 
Figure 4: Results for scenario with window type ‘A’ and 
ceiling fan at 0.60m/s (initial scenario). 
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Figure 5: Results for scenario with window type ‘B’ and ceiling 
fan at 0.60m/s. 

 

 
Figure 6: Results for scenario with balcony door type ‘C’ and 
ceiling fan at 0.60m/s. 

 
Figure 7: Results for scenario with window type ‘A’ and 
ceiling fan at 1.20m/s. 

 

 
Figure 8: Results for scenario with window type ‘B’ and ceiling 
fan at 1.20m/s. 

 

 
Figure 9: Results for scenario with balcony door type ‘C’ and 
ceiling fan at 1.20m/s. 

 
Figure 10: Results for scenario with window type ‘A’ and 
ceiling fan at 1.80m/s. 
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Figure 11: Results for scenario with window type ‘B’ and 
ceiling fan at 1.80m/s. 

 

 
Figure 12: Results for scenario with balcony door type ‘C’ and 
ceiling fan at 1.80m/s. 
 

3.1 Analysis of the potential for NV based on the 
climate of each city  
The maximum percentages of hours of the year for 
which NV can provide thermal comfort range 
depending on the climate and location (see Table 1): 
Ahmedabad (hot-dry climate), with 31%, shows more 
potential for NV than New Delhi (composite), with 25%, 
which performs better than Mumbai (warm-humid), 
with 16%. Furthermore, NV occurs two times more 
during night-time than day-time in Ahmedabad (21% 
in contrast to 10%) and is more evenly distributed in 
New Delhi (13% in contrast to 12%) and Mumbai (9% 
in contrast to 7%). Reach or not these maximum 
percentages of hours for the two-bedroom apartment 
layout investigated will vary according to the NV 
system adopted, and it is not possible to declare a 

single strategy that meets all criteria for the three 
cities and climates analysed. 
 
3.2 Analysis of the potential for NV based on the 
design system adopted for each city 
For the five NV design systems employed, results from 
Fig. 4 to 12 show that, for the three climates and 
locations investigated, single-sided single-opening 
ventilation systems are less efficient than multiple 
openings which allow cross ventilation. This can be 
noticed comparing the results for the first and the 
second NV design systems or the third and the forth 
NV design systems. Cross-ventilation is achieved using 
the windows or the balcony door and the PPOs for 
ventilation in the bedrooms. Furthermore, for the 
three cities, buoyancy-driven ventilation is more 
efficient than wind-driven ventilation. This can be 
noticed comparing the results for the second and the 
fourth NV design systems. The fifth NV design system, 
which combines buoyancy and wind-driven ventilation, 
showed the best performance among the five options 
in all scenarios for Ahmedabad. Conversely, for New 
Delhi and Mumbai, results from the second and the 
fifth NV design systems are either practically the same 
or alternate the lead by a small difference according to 
the combination of the size of the openings and the 
ceiling fan speed. 
 
Table 2: Percentages of hours for which NV is efficient 
considering buoyancy and wind-driven ventilation combined 
(fifth NV design system) and varying the opening type (A,B,C) 
and the ceiling fan speed (0.6, 1.2, 1.8m/s). 

 
 
Results of the total percentages of hours of the year 
for which NV for cooling can be employed for each of 
the cities varying the opening type/area (types A, B 
and C) and the ceiling fan speed (0.6, 1.2, 1.8m/s) are 
shown in Table 2. These results were obtained 
applying the fifth NV design system (buoyancy and 
wind-driven combined). 
Increasing the free area of the opening type A by two 
times (type B) and then by three times (type C) allows 
a respective rise in the percentages of hours of 1.4% 
and 1.9% in Ahmedabad (total increase from using the 
opening type A to the opening type C of 3.3%), 1.6% 
and 2.2% in New Delhi (total of 3.8%), and 0.9% and 
1.6% in Mumbai (total of 2.7%), when ceiling fans 
operates at low speed (0.6m/s). The same increase of 
the free area for ceiling fans operating at 1.8m/s 
causes the following rise in the percentages of hours: 
2.0% and 2.9% in Ahmedabad, 2.3% and 3.3% in New 
Delhi, and 1.6% and 2.5% in Mumbai. 
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Conversely, larger glazed areas bring the disadvantage 
of increasing the heat gains during the hours of the 
year for which NV is not an option and, therefore, glass 
panels are closed. This situation is worsened for the 
façade receiving direct solar radiation. In this case, 
adopting windows with external louvered shutters 
could be an option to provide protection for glazed 
surfaces. Louvered shutters also allow NV to happen 
on rainy days when external temperature is within 
comfortable limits. A balcony or terrace (as in the 
solution presented as opening type C) also provides 
shading with the additional benefits of increased 
occupants’ privacy, attenuate urban noise and create 
a buffer-zone between inside and outside.  
Furthermore, the rise in air velocity from 0.6m/s to 
1.2m/s and then from 1.2m/s to 1.8m/s increases 
respectively the percentages of hours for which NV 
can operate by 2.4% and 2.6% in Ahmedabad (total 
rise in the air velocity from 0.6m/s to 1.8m/s of 5.0%), 
2.1% and 2.3% in New Delhi (total of 4.4%) and 1.7% 
and 1.5% in Mumbai (total of 3.2%) for openings type 
A. The same rise in air velocity will increase 
respectively the percentages of hours by 3.1% and 
3.5% in Ahmedabad (6.6% in total), 3.0% and 3.2% in 
New Delhi (6.2% in total) and 2.4% and 2.5% in 
Mumbai (4.9% in total) with openings type C. 
Finally, based on the results from Table 2, the greatest 
impact on the percentages of hours is observed when 
the increase on the free area of the openings are 
combined with rising fan speed. For example, 
comparing the results for the scenario with the 
opening size as designed for the apartment (type A: 
horizontal sliding window) and ceiling fan at 0.6m/s 
with a scenario combining the opening type B (double 
side-hung window) and ceiling fan at 1.2m/s and then 
with a scenario combining the opening type C (balcony 
door) and ceiling fan at 1.8m/s, the respective rise in 
the percentages of hours are: 4.0% and 5.9% in 
Ahmedabad (total impact on the percentages of hours 
of 9.9%), 4.0% and 6.0% in New Delhi (total of 10.0%), 
and 2.9% and 4.4% (total of 7.3%) in Mumbai. 
 
4. CONCLUSIONS 
This paper applies current engineering-based design 
methodologies to the case of a two-bedroom 
residential apartment of a design that will become 
widespread in India in coming years. The aim is to 
establish and increase the extent to which NV systems 
operating concurrently with ceiling fans can deliver 
thermally acceptable indoor conditions, thereby 
eliminating unnecessary use of air-conditioning at 
certain times. five NV design systems in three 
representative climates and cities in India were 
investigated. The main findings are as follows: 
Windows sizes as currently designed for this 
apartment layout have limited capacity to deliver 
required airflow rates for cooling. Increasing typical 

sizes of windows free area by a factor of 3, combined 
the use of PPOs for ventilation and with ceiling fan 
usage, can rise the total number of hours in the year 
that NV can remove total heat gains by 9.9%, in 
Ahmedabad, 10.0% in New Delhi and 7.3% in Mumbai. 
Corresponding reductions in AC usage are: 36 days in 
Ahmedabad and New Delhi and 26 days in Mumbai, 
implying in substantial energy savings. 
Whilst results are climate (location) dependent, they 
show the potential for improvement that can be 
achieved, even in some of the most challenging 
climates encountered across India. 
The design changes envisaged for this apartment 
layout are considered both practical and feasible, and 
the analytical results reported here are due to be 
further analysed via dynamic thermal comfort model 
coupled with computational fluid dynamics and 
validated using a specially-constructed test facility at 
CEPT University, Ahmedabad, India. 
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ABSTRACT: Field measurements were made in an urban canyon, located in the center of the City and Port of 
Veracruz, Mexico, where higher temperatures are compared to its surrounding areas. Research focused on better 
understanding the behavior of the microclimates of a city and its impact on thermal comfort. Temperature (T) and 
Relative Humidity (RH), are the variables considered to be measured by an autonomous flight system (MeVA), for 
the determination of the behavior of the street's thermal profile and its fluctuations due to the vehicular park that 
it transits. It is determined that the increase in temperature as a result of the cars increases from 3.50 to 1.50 ° C, 
and this effect is dissipated at a height of 3 meters. The investigation allows establishing parameters of adequate 
control of the vehicular tributary and a better planning in the aspect ratios of an urban canyon so as not to increase 
the temperature and achieve hygrothermal comfort values for the pedestrian 
KEYWORDS: Canyon, Vehicular, Anthropogenic heat, Parameters.  

 
 

1. INTRODUCTION 
The phenomenon of the Island of Urban Heat, which 
alludes to the rise of temperature in the internal zones, 
of the cities in comparison to their suburban and 
adjacent zones, allows the justification of the present 
investigation [1]. 
Faced with this, there is a reflection on the research 
that determines its causes, its measurement method, 
the effects of these events on the quality of human life, 
its mitigation strategies and its legislation, as an 
indicator of the sustainability of cities. 
It was discovered that the factors that generate the 
Urban Heat Island (UHI) are the properties of the 
construction surfaces, the geometry and urban density, 
the configuration of the land use of the city, the 
decrease of evapotranspiration, and the heat itself 
generated by man, called anthropogenic heat QF [2]. 
The anthropogenic heat is divided: metabolism, 
industry, buildings and vehicular. The least studied is 
vehicular anthropogenic heat (QFV). Currently, experts 
such as Chow [3] and Sailor [4], seek to estimate these 
values in more detail for several regions and generate 
a database in sustainable urban planning. 
In most of the investigations, the magnitude of QF is 
quantified by means of a statistical methodology, 
considering it as an energy consumption and dividing 
it in the spatial extent of the analysis area, the 
literature reflects data considering the four types of 
anthropogenic heat, so the values of the results can be 
very varied, the only constant is that its magnitude is 
inversely proportional to its scale of study. For 
example, at a microscale like a canyon, values of 1,590 

Wm-2 were recorded during the winter of central 
Tokyo [5] and on a macroscale of 10 to 100 Wm-2 in 
Lodz, Poland [4]. 
By simplifying the study of the QFV variable in a 
microclimate, the basic urban unit "canyon" is used; 
According to Stromann-Andersen and Sattrup [6] we 
can find repetitive patterns in the measurements, 
which can be extrapolated to a whole. 
By understanding the influence of the parameters (H= 
height, W= width and L= length) that make up the 
canyons of a city and its relationship with QFV, 
simultaneous planning is required, from large areas 
(outdoor areas, parks, squares) to smaller scale 
(buildings) to obtain the thermal comfort of the users, 
located in the canopy scale. 
Using the MeVA method (Meteorological 
Measurement in Autonomous Flight) it was possible to 
obtain data in correlation to the thermal variant with 
the heat expelled by the cars.The reason for MeVA is 
to regulate the vehicular flow, as a mitigation 
technique to reduce heat degrees, taking into account 
its socioeconomic cost. 
 
2. METHOD MeVA 
The research proves the scope that can be achieved 
with the displacement of UAVs (Unmanned Aerial 
Vehicles) called "drones", in urban areas used in the 
collection of environmental variables. The 
measurements allowed to collect data in a 
transectional way in a "photography" type, to 
correlate the variables of Temperature (T) and Relative 
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Humidity (RH) with the vehicular flow that transited at 
the time. 
Several measurements will be made in different types 
of canyons, to future work, in order to perform 
simulation scenarios with different vehicular 
tributaries and to compare the results obtained with 
MeVA, modifying the dimensions of the streets and 
vehicle load, being able to calculate the contributions 
of QFV to the microclimatic conditions of the 
environment. 
 
3. BACKGROUND 
The dry bulb temperature, surface temperature, 
relative humidity, wind speed and direction, are 
constants that are based on a reference frame of 
different climatic studies, in several cities. 
In Adelaine, Australia thermal profiles were generated, 
by comparing an official meteorological station nearby 
and the streets under study [7]. Curitiba, Brazil, to 
evaluate the impact of street geometry with the Sky 
View Factor [8].  
And in Serres and Athens, Greece, microclimatic 
conditions were analyzed in different canyons and 
their relationship with wind speed and direction [9]. 
Drone measurements have been generalized in three 
studies, the evaluation of air quality in pollution, the 
monitoring of emissions related to climate change and 
atmospheric measurements at the level of the 
stratosphere [10]. 
 
4. MeVA DESIGN 
For the manufacture and systematization of the MeVA, 
the Arduino software was used, open source platform 
based on flexible hardware and software, achieving its 
programming through a microcontroller. 
 
4.1 Measuring equipment 
The drone used was the Phantom 3, with operating 
parameters of -10 to 50°C, maximum load of 500gr, 
maximum speed of ascent and descent of 6m/s, 
maximum flight speed of 10m/s and flight time of 19 
minutes. 
The SHT75 sensor was selected to measure the 
temperature and relative humidity, with an accuracy 
of T=±0.3°C and HR=±1.8%, resolution of T=0.01°C and 
HR=0.05%, response time T=5-30sec and HR=8sec, and 
operating temperature from -40°C to 123.8°C [12] (Fig. 
1). A serial GPS module NEO-6M was also introduced 
(Fig. 1), to give the information of the exact position of 
the measurement points to locate the data mesh. 
 
 
 
 
 
Figure 1: Temperature and Relative Humidity Sensor (SHT75) 
and GPS Module (Serial NEO-6M, GY-GPS6MV2). 

 

For the data collection, without being modified by the 
turbulence of the support system and rotary wing 
flight of the drone, a support was built in the upper 
part for the SHT75 sensor (Fig. 2). 

 
Figure 2: Drone and its superior sensor support system. 

 
4.2 Measurement protocol 
With the analysis of the investigations, it was 
determined the measurement of T and HR in three 
positions, X, Y, and Z achieving a hexagonal mesh to be 
compared in the future with the results of a simulation. 
The protocol for the location of the drone was: on the 
X axis, three measurements, one position at 0.50 m 
from the west façade, one at the center and one at 
0.50 m from the east façade. In Z, parallel to the 
pavement, three data: 1.50, 3.00 and 4.50 m, and on 
the Y axis, a measurement every 5m of the total length 
of the street (Fig. 3). 
 

 
Figure 3: Three-dimensional drone position of the barrel, X 
(Width = W), Y (Length = L) and Z (Height = H). 

It is crucial to clarify that the measurement taken at 
1.5m height was made with Hobo Data Logger sensors, 
by means of a walking and vehicle route. 
The study period was during the month of May, at the 
beginning of high temperatures and with less 
eventualities of rain and strong winds, you qualify 
colloquially as the "veranito". 
At the proposal of Sailor [12], there must be detailed 
information on the number of vehicles, their typology 
and the estimate of the hourly speed. The vehicular 
tributary that the study canyon presented during the 
field measurement was monitored at fixed control 
points. 
 

Internal volume of 
the canyon 
(contained air) 
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5. CASE STUDY 
The investigation is carried out in the city and port of 
Veracruz (Latitude: 19°10'51"N, Longitude: 
96°08'34"W and Altitude above sea level of 15m) 
located in the Gulf of Mexico, with a tropical climate 
type Aw2 (warm humid greater than 55.3% RH) by the 
Köppen-Geiger and average annual precipitation of 
1516mm focused in summer. 
Its weight of study is due to the rise in temperature of 
0.59°C per decade (Fig. 4) presented by the city, 
according to the analysis of the data obtained from the 
Regional Hydrometeorological Center above the 
statistical trend of the large settlements in Mexico [13). 

 
Figure 4: Tendencies of average annual temperature from 
1986 to 2016, data provided by the Regional Meteorological 
Center. 

The population statistics data, according to the ONU 
[14], is 552,156 inhabitants with an urbanization index 
of 94.76%, a total area of 245.90 km2, with a 
population density of 2,379 inhabitants/km2 and a 
housing density of 1,098 per km2. The city has several 
urban sectors, originated by its economic 
development (industrial, port and tourist) and social 
typology (regular and irregular settlements). Figure 5 
allows to clarify the type of city where the study area 
is immersed. 

 
Fig. 5. City map of the urban typology. Modified from the 
official map of the municipality of Veracruz 

The study microscale was Avenue Independencia 
(Fig.6 and 7), located in the center of the city. 

 
Figure 6: Photograph of Avenue Independencia 

 
Figure 7: Location map of the avenue, Veracruz, Veracruz, 
Mexico. 

Avenue selected according to: 
Preliminary study carried out in the city [15], indicating 
the presence of a high isotherm during the UHI 
phenomenon at 1:00 pm in May; 
construction materials used in façade and floor 
coverings: waterproof and with a high radiation 
absorption capacity (concrete and masonry); 
city traffic analysis [16]; and 
study of the aspect relationships of the streets that 
make up the avenue. 
The study canyon has a length (L) of 750m distributed 
in 12 blocks (Fig. 8) and 11m wide (W). The sidewalks 
are 1.25m; the road is distributed in three lanes of 
3.8m each; two for movement and one destined for 
parking. The canyon has an N-S orientation, therefore, 
the facades of the buildings are oriented towards the 
E and W. 

 
Figure 8: Profiles of Independencia Avenue in meters 

 
Analyzing the measurements, the aspect ratios are 
obtained, according to the classification of Vardoulakis 
et al. [17], where a deep canyon equals H/W=>2 and 
long L/H=>7 (Table 1). 
 
Table 1: Aspect Relations and general observations 

Street      H/W L/W Observation 

1 Semi-Deep Medium Asymmetric 
2 Uniform Long Asymmetric 
3 Uniform Long Symmetric 
4 Uniform Long Symmetric 
5 Deep Medium Asymmetric and green area 
6 Deep Medium Asymmetric 
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7 Uniform Medium Asymmetric 
8 Uniform Long Asymmetric 
9 Uniform Long Symmetric 

10 Uniform Long Symmetric 
11 Deep Medium Asymmetric 
12 Uniform Short Symmetric 

 

6. DATA COLLECTED 
The data reached for the investigation were on days 19 
and 20 (Saturday and Sunday) of May 2018. On the 
19th, a vehicular tributary of 12 cars per minute is 
presented at a speed of 40 km/hr (average) and on the 
20th a traffic of 6 cars per minute at 40 km/hr at a time 
of 13:30 to 14:30 hours. 
The general temperatures registered in the city during 
the days were of 32°C of temperature with 70% RH, 
reached a thermal sensation of 36°C. The collection 
started at 13:30 hours, however, during the process, 
the west facade had shade and the east facade a 30-
minute solar exposure. The wind speed was 1.5m/s 
with an S-N direction, at the end of the streets there 
was an incoming wind turbulence movement with an 
E-W orientation and a velocity of 2.0m/s. 
The results of both variables are exemplified in the 3D 
surface graphs at a height of 1.5m and 3.0m. On the Z 
axis, the T and HR is plotted, on the X axis it represents 
the length in meters of the entire avenue and the Y is 
the width of the street, locating the three 
measurements. From the results with the thermal data, 
the following relationships were interpreted: 
At the height of 1.50 m with a traffic of 12cars/min, the 
highest point of temperature is in the eastern facade, 
due to the solar radiation of the afternoon, however, 
there is a peak in the center of the canyon. In this case, 
the temperatures showed a greater oscillation, 
between 32 and 36.5°C on the sides of the sidewalks 
(Fig. 9). 

 
Figure 9: Thermal profile at 1.50 m and traffic of 12 cars / 
min 
 

At the height of 1.50 m with a traffic of 6 cars/min, the 
highest point in temperature is in the center of the 
street; with variations of 1.5°C with respect to the 
western facade and 1°C to the east, determining that 
the increase in temperature in the center is a 

consequence of the pavement (concrete), increased to 
3°C the microclimate of the canyon (Fig. 10). 

 
Figure 10: Thermal profile at 1.50 m and traffic of 6 cars / 
min 
 

At 3.00 m high, with traffic of 12 cars/min, the 
temperature is lower at the midpoint, and its 
difference with the temperature of the extremes is 
from 1.50 to 2.5°C; possible caused by the wind 
current generated by the cars with a direction towards 
the ends of the barrel (Fig. 11). 
At 3.00 m high, with traffic of 6 cars/min, the high 
temperature points were found in the eastern facade, 
however their difference is not so pronounced, and 
becomes almost stable. In this case, the difference 
between the rise is almost 1.5°C (Fig. 12). 

 
Figure 11: Thermal profile at 3.00 m and traffic of 12 cars/ 
min 
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Figure 12: Thermal profile at 3.00 m and traffic of 6 cars/min 

 
From the results with the data, the following 
relationship of the variables was interpreted: relative 
humidity and vehicular traffic: 
With a traffic of 6 cars/min, the lowest HR 
measurement is located in the center of the street, at 
a height of 1.5m, HR = 58% and 3.0m, HR = 64%. On 
the sides, higher HR is present, at 1.5m the value is 
66% and at 3.0m it is equal to 68% (Fig. 13 and 14). 
With a traffic of 12 cars / min, the HR charts are more 
stable, especially at a height of 3.0m with almost no 
difference (Fig. 15 and 16). 

 
Figure 13: Profile of HR at 1.50 m and traffic of 6 cars/min 
 

 
Figure 14: Profile of HR at 3.0 m and traffic of 6 cars/min 
 

 
Figure 15: Profile of the HR at 1.50 m and traffic of 12 
cars/min 
 

 
Figure 16. Profile of HR at 3.00 m and traffic of 12 cars/min 

 
7. CONCLUSION 
The coastal human settlements have an intensity of 
Urban Heat Island weaker in relation to cities far from 
the sea, due to the sea breeze, which cools the 
environment [18]. 
Such characteristic "marine breeze" forces the 
investigation, to determine the affectation of the 
vehicular flow with the variables T and HR, presented 
in the guns, whose effects are perceived by the 
population in its thermal comfort. 
The results determine that the temperature in the 
center of the canyon is higher, when there is less 
automobile movement per minute. From this 
statement it can be added that vehicles at speeds 
under 40km/h or stationary traffic creates a halo of 
heat around cars that expands as sensible heat. 
With a traffic of 12 vehicles per minute in constant 
motion, the highest temperatures recorded in the field 
investigation, occurs on the sidewalks, because the 
vehicular tributary in its transfer, creates air currents 
dissipating it and therefore directly affecting to 
passers-by. 
There is the possibility that parked vehicles generate 
more heat than those that are in motion, because their 
sheeting tends to reflect and increase more heat. 
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In relation to the validity of the temperature results, 
from Stefan Boltzman's radiation formula, considering 
an emittance of 0.58 (average of the surfaces of the 
car) [19], a surface temperature of 95°C (internal 
combustion engines) [20] and the ambient 
temperature of the present study (32°C), a value of 
318 Wm-2 is obtained, close to the vehicular 
anthropogenic heat flow of 301 Wm-2 achieved 
through the investigation of Sailor and Lu [12] for the 
city of Houston, Texas in summer.   
The results show the impact of the need to plan the 
geometry of the streets in the future; and in cases 
where it is no longer feasible, the authority must adapt 
urban mobility to regulate the vehicular fluidity that 
affects the hygrostatic comfort of the transient. 
The investigation opens the subsequent analysis of 
mitigation techniques such as the temporary closure 
of streets or the design of passive devices. If the 
horizontal elements are designed for shading, it is 
important to consider that in addition to mitigating the 
radiation in bystanders, it must allow the expulsion of 
heat and humidity generated by the combustion of the 
engines. 
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ABSTRACT: The US Green Buildings Council (USGBC) has created a market transformation program led by a 
certification process to promote, build, and renovate buildings into LEED™ rated green facilities.  One of the goals 
of the LEED rating system is to reduce carbon and energy expenditure in buildings while improving occupant’s 
health and wellbeing. Due to a lack of systemic evaluation of buildings undergoing this certification process, 
however, the effects of this program on building resource utilization, indoor comfort, and occupant’s well-being 
remain contested. This paper reports on a cross-sectional survey study that investigates discrepancies between 
LEED certified buildings credits achieved as well as predicted and actual performance. The survey assessed 14 
buildings, matched in pairs of two, of LEED and non-LEED buildings. Resource consumption and indoor 
environmental quality were assessed between both building pairs and their relationship to the LEED certification 
credits achieved. Results show that while LEED buildings outperformed their non-LEED comparatives, their 
resource consumption, however, exceeded their predicted expectations in most categories. In addition, the 
amount of credits achieved were not directly related to better performance. The paper concludes with a framework 
to integrate occupant feedback and building performance into the way we design, deliver, and operate buildings. 
KEYWORDS: LEED™ Buildings, Certification Credits, Simulations, Performance Evaluation, Occupant’s Comfort  

 
 

THE GREEN BUILDINGS GAP 
 

Between the idea… and the reality 
Between the motion… and the act 

Falls the Shadow  
T.S. Elliot, 1925 

 
The demands placed on green buildings, such as 
Leadership in Energy and Environmental Design 
(LEED™) certified buildings are significant. Using less 
energy and resources, they are expected to provide 
superior indoor environmental quality (IEQ) for 
occupants that meets or exceeds industry-standard for 
thermal, lighting, ventilation, acoustics, and indoor air 
quality. Despite the favorability of these objectives, 
most recent studies have failed to prove these linkages 
leading to a non-conclusive evidence of green building 
performance and its positive triple bottom-line impact 
on the environment. Among the problems reported in 
green buildings performance are discrepancies 
between predicted design simulation and actual 
building performance (1,2,3). Bordass et al. (12) 
suggest that “credibility gaps” are not necessarily due 
to mistakes but rather assumptions made at the design 
stage.  
 

Previous limitations point to methodological 
deficiencies in quantifying occupant’s experience, as 
well as a lack of studies to compare simulated energy 
and resource consumption to actual measured 
performance (6, 12, 13). The problem is magnified as 

many of the LEED™ buildings aren’t evaluated 
systematically in longitudinal studies that go beyond a 
point-in-time measurement. Akerstream et al. (14) 
points out that most green building rating systems 
such as LEED™ have focused on predicted performance 
at the design stage. Delivered performance is rarely 
voluntarily verified by building owners. The specific 
question of this paper is whether a well-planned 
evaluation study comparing LEED™ certified buildings 
design simulation data to post-occupancy actual 
performance would reveal gaps in knowledge about 
how we can design, operate, and behave in green 
buildings to achieve a smarter and healthier planet. Of 
equal interest is to investigate whether earning certain 
LEED™ certification credit related to energy 
performance, water consumption, and sustainable site 
credits would predict actual energy, water, and carbon 
expenditures and emissions of the final building as 
compared to the predicted scores or the LEED™ credits 
achieved.  
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Figure 1: comparative research settings of LEED™ certified 
buildings evaluated for the study 
 

This paper reports on a state-of-the-art cross-sectional 
survey study quantifying resource consumption and 
building performance impacts of LEED credits achieved, 
simulated and actual energy performance, as well as 
IEQ occupant’s experience inside 14 high performance 
buildings, 50% of which are LEED™ Gold or Platinum 
certified buildings (fig. 1).  The study attempts to 
quantify an important yet not scientifically proven 
assumption concerning the relationship between 
green building certification and actual building 
performance and its impacts on the triple bottom line 
of people, planet, and profit. The specific hypothesis 
tested is whether LEED credits related to energy and 
water consumption as well as indoor environmental 
quality could have a relationship to designers 
predicted performance. A related question is what can 
we learn from the gaps between predicted and actual 
performance that would guide us into designing 
smarter buildings with better design expectations in 
the future? This is an objective to answer and quantify 
a long debated hypothesis regarding the importance of 
green buildings and LEED credits earned on the triple 
bottom line impacts for people, planet, and profit.  
 
2.  GREEN BUILDINGS PERFORMANCE EVALUATION 
This project conceptualized green certified buildings 
from a place-based experience perspective. This 
conceptualization (Figure 2) relies on the general 
assumption that any environment is composed of 
“people” and “buildings” on the macro-scale as well as 
“buildings” and the overall “environment” on the 
mega-scale (Elzeyadi, 2003). This framework grows out 
of a perspective that treats occupants and their 
environments as interdependent elements of a system. 
This systems epistemology rests on the idea that the 
environment is an organic structure; it has parts that 
are connected to each other by complex interactions 
in a way that smaller parts of the system can be 
identified. In this regard, a comprehensive Building 
Performance Evaluation (BPE) would evaluate a 
building through its life cycle from design stages to 
certification and post-occupancy evaluation (POE). It 
also assess multi-dimensions of a building 
performance including; energy consumption, water 
usage, sustainable sites performance, transportation 
energy expenditures, indoor environmental quality, 
occupant’s multi-comfort, and Green House Gas (GHG) 
emissions. 
 

 
Figure 2: Comprehensive BPE framework for the study 

 
3.  A CROSS-SECTIONAL COMPARATIVE STUDY 
A market transformation program led by the US Green 
Buildings Council (USGBC) has been influential in 
setting certification process to promote, build, and 
renovate schools into LEED™ rated green facilities.  
One of the goals of the LEED rating program is to 
improve carbon and energy expenditure in buildings 
while improving occupant’s health and wellbeing. Due 
to a lack of evaluation and assessment of this 
certification program, however, the effects of these 
guidelines on building resource utilization, and 
occupant’s health and behavior remain contested. This 
gap in knowledge related to green buildings 
performance studies could result in a low market 
penetration of these strategies in new building 
construction, in general, as well as LEED and green 
buildings in particular. 
 
This paper reports on a comprehensive multi-year 
comparative study evaluating the performance of 14 
LEED and non-LEED buildings in the USA Pacific 
Northwest region and its sub-climate zones. For the 
first systematic study of this scale, we assessed LEED 
credits earned, land use, sustainable site variables, and 
indoor environmental quality together with their 
impact on simulated and measured resource 
consumption and operations data, carbon expenditure 
and occupant’s energy behaviors and performance. To 
control for organizational and economic variables, the 
comparative study explored educational and non-
profit building types within the same sub-climates to 
control for climatic, organizational, as well as socio-
economic disparities between buildings. Comparative 
buildings were matched for their size, location, 
organizational culture, building type, geographic 
location and Full-time occupancy equivalent (FTE). 
 
The study used a comparative survey research design 
using the buildings’ physical assessments, LEED 
submittal documentation, simulated energy and water 
consumption calculations, energy and water metered 
consumption surveys from the buildings, utility bills, 
mapping and Geographic Information Systems (GIS) 
analysis, transportation energy intensity metrics, and 
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occupant’s surveys of the indoor environmental 
quality (IEQ) perceptions of their buildings to gather 
actual performance data and multi-comfort 
perceptions of their performance. In addition, on-site 
observations and tallying of transportation behavior 
was also conducted and compiled. The diverse 
methods enhanced the research’s external and 
internal reliability and provided rich data that could 
cover the phenomena under study from different 
perspectives and viewpoints.  The implemented 
methods aim to exemplify a model and state of the art 
for building performance evaluation studies. The 
multi-phase research design facilitated a grounded 
theory approach where the results of each phase 
informed and focused the direction of investigation 
and provided action items and design patterns for the 
development of the evidence-based design guidelines 
(Figure 3). 

  
Figure 3: Multi- Methods approach and instruments 
employed 

 
The research setting consisted of 14 buildings, 50% of 
which were LEED certified gold or platinum, in a 2x2 
comparative analysis. Each LEED certified building was 
matched to another non-LEED building within the 
same context and typology with careful attention to 
maintaining similar numbers of occupants, 
organizational factors, cultural use of space, socio-
economic variables, and hours of operations between 
each member of the pair. The buildings studied were 
carefully matched to control for variables related to 
their social, organizational, and economic 
environments,  leaving the physical characteristics of 
the environment to vary between and within LEED and 
non-LEED certified buildings. 
 
4.  RESULTS: GREEN BUILINGS IN THE BALANCE 
Univariate statistical analysis was performed on the 
data to uncover actual performance trends of LEED 
buildings compared to simulated consumption 
predictions, comparative non-LEED buildings, LEED 
credits achieved in comparative categories, and 
reference standards.  

 
4.1 Energy Utilization Index (EUI) with Energy & 
Atmosphere credits 
Net-metered site EUI metric in KBTU/Sq. ft./year was 
calculated for each building based on yearly metered 
total energy consumption from multiple fuel types 
(electricity, gas, chilled water, steam, etc.). Energy 
produced on site integrated to the building, such as 
energy produced from building integrated photo 
voltaic cells were subtracted from the consumption as 
a credit (net-metered). In addition, comparative base 
line from the Commercial Buildings Energy 
Consumption Survey (CBECS) data base was computed 
as a median building and based on this an Arch 2030 
target was computed (70% reduction from baseline). 
Results differed markedly, between predicted 
simulations EUI and other comparatives to the actual 
building performance (Figure 4). In general LEED 
certified buildings out performed comparative non-
LEED buildings and consumed 20-50% less energy, with 
the exception of one case LEED #4 consuming 40% 
more energy over the comparative non-LEED school. 
Similarly all LEED buildings, except LEED #4, 
outperformed the median comparative building from 
the CBEC data base (red dots, Fig. 4).  Most LEED 
buildings surveyed, however, did not meet their 
predicted simulated goals not the Arch 2030 target 
(orange dots, Fig. 4).  

 
Figure 4: Site Energy Utilization Intensity (EUI) across the 14 
buildings surveyed (Green: LEED, Gray Non-LEED actual 

performance compared to simulated values in blue dots) 

In most cases this gap in performance show LEED 
building s surveyed consuming 10-35% more than their 
simulation predictions and 20-60% more over their 
Arch 2030 targets, with the exception of one building 
LEED #5 that met its simulation predictions and is also 
close to the Arch 2030 target. Achieving more LEED 
credits in the Energy and Atmosphere was in 
agreement with better energy performance in 
buildings achieving 90-100% of the credits. Similarly, 
achieving very few LEED credits in this category 
reflected poorly in energy performance, e.g. LEED #4 
(Figure 5). 
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Figure 5: Site Energy Utilization Intensity (EUI) across the 14 
buildings surveyed in relation to LEED credits achieved for 
Energy and Atmosphere category 
 

4.2 Water Use Index (WUI) with Water & Waste 
Credits 
Metered water consumption from utility bills of the 
buildings surveyed was compared to estimated water 
budgets from LEED documentation submissions as well 
as national averages of facility types based on the US 
Federal Energy Management Program (FEMP) data 
base and FEMP benchmark of 20% reduction in use.  

 
Figure 6: Water Use Intensity (WUI) across the 14 buildings 
surveyed in relation to simulated performance and LEED 
credits achieved for Water and Waste categories 
 

In general most LEED buildings performed well and 
consumed less water than their estimated budgets, 
with the exception of LEED #2 building due to excessive 
landscaping dishwashing as this building eliminated all 
disposable cups and plates from use in their cafeteria. 
(Figure 6). With regard to comparing their 
performance against non-LEED buildings, the 
differences in WUI of LEED and non-LEED buildings is 
trivial, with some non-LEED buildings even out-
performing LEED ones. This might be due to the fact 
that federal regulations and innovation in water 
conserving fixtures have become mainstream practice 
and accessible technology across all building types. 
 

4.3 Land Use, Transportation expenditures, and 
Sustainable Sites Credits 

Sustainable site amenities were collected using GIS 
mapping data and site surveys. The study investigated 
the impact of the physical environment of LEED 
building sites and their surrounding neighborhoods by 
relating their degree of availability and the number of 
sustainable site LEED credits earned to commuting 
behavior, energy and carbon expenditures of the 
buildings sites.  Following a triangulation of research 
methods and an extensive data collection and analysis 
procedures, the study’s results positively supported a 
relationship between livability changes in the built 
environment and their influence on active travel 
patterns. Even though there was no clear pattern of 
difference in activities between the groups of LEED and 
non-LEED buildings, there were numerous associations 
of activity with other LEED credits earned that are 
specific to sustainable sites (Figure 7).  

 
Figure 7: Land use and sustainable sites amenities across the 
14 buildings surveyed, active modes of transportation, 
engineering interventions, and LEED credits 

 
The differences are not trivial, especially with respect 
to the site boundary areas, suggesting that smaller 
boundary areas--of building types such as schools--
within the 0.5 mile radius are attributed to increased 
active transportation. As would be expected, most of 
the measures related to the walkability of surrounding 
streets were associated with the percentage of travel 
that was active. Active travel was more common in 
sites with transportation engineering interventions in 
the form of easier to navigate intersections for street 
widths between 20’-28’, more medians, roundabouts, 
islands, and pinch-points and curb extensions. Dead-
ends streets show lower connectivity rates of the 
neighborhoods and reduced walkability and bicycling 
behavior. It is interesting to note that these sites have 
earned higher walkscores and were associated with 
better performing LEED buildings. Active travel was 
also more common in sites that include more 
amenities and support for pedestrians including more 
marked crosswalks at 0.5 miles, bike/pedestrian 
signals, bike racks, bus shelters, and bus stops that 
were all associated with more active travel.  
It is interesting to note that the study also confirmed 
previous findings regarding the positive relationship 
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between active transportation and certain land use 
zoning. Active travel was less in neighborhoods with 
low density residential, light industrial, agricultural or 
un-zoned areas. Active transportation benefited from 
livability metrics on the neighborhood scale such as 
more planters, attractive architecture, art and 
activities, fewer fire and hospital facilities, more 
benches for sitting, and more animals. The better 
performing buildings sites in terms of active 
transportation patterns show strong relationship to 
the presence of physical indices related to street 
connectivity and livability metrics in addition to LEED 
Sustainable Sites credits earned. This could suggest the 
possibility of additional inputs to the Sustainable Sites 
credits of the LEED certification (Figure 8). 
 

 
Figure 8: Transportation Energy Expenditures (TEE) across 
the 14 buildings surveyed in relation to LEED credits achieved 
for Sustainable Sites category 
 

4.4 Indoor Environmental Quality (IEQ) Perceptions 
and Achieved Credits  
IEQ perceptions—of visual, thermal, acoustical, indoor air, 
ergonomics, views, spatial, security, privacy, and way finding 
across the surveyed buildings were compiled and 
represented by a single metric representing occupant’s 
complains towards the building multi-comfort sub-systems 
on a scale of 0-100, with zero representing total IEQ 
satisfaction and zero complaints and a score of 100 
representing occupants complaints across all sub-systems of 
IEQ. While in general LEED buildings were perceived to have 
a better IEQ over non-LEED buildings, there was no 
significant relationship between the numbers of IEQ credits 
achieved and better perception of IEQ parameters (Figure 9). 
 

 
 Figure 9: Indoor Environmental Quality Perceptions as 
compared to IEQ LEED credits achieved 
 

4.5 Carbon Emissions Comparatives 
Energy, water, and transportation energy 
expenditures of the sampled buildings surveyed were 
converted to tons of CO2 emissions equivalency to 
evaluate the impacts of LEED and non-LEED buildings 
on the environment and climate change. Results show 
that although LEED certified buildings might consume 
less energy and water, their locations in areas that are 
typically new and less developed might lead to high 
transportation energy expenditures. Similarly, the 
building’s foot print and parking availability affected 
transportation patterns with smaller footprint, built up 
and paved areas showing positive relationships with 
lower levels of CO2 emissions. This impacted overall 
positive performance of green buildings and resulted 
in less favorable performance of LEED certified 
buildings sampled on overall carbon emissions (Figure 
10). 
 

 
Figure 10: Total carbon emissions across the 14 buildings 
surveyed in relation to Arch 2030 projections 
 

5. CONCLUSIONS: Green Buildings Factor of Reality 
(FR) 
The paper reports on the findings from a comparative 
case study analysis of building performance data 
across the 14 LEED certified and non-LEED buildings. 
The aim is to provide a realistic picture of the impact 
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of green building certification on the triple bottom line 
approach of people, planet, and profit. A building 
performance evaluation is not complete without a look 
at objective and subjective measures of performance 
for both buildings and their occupants.  By comparing 
results with original design goals, the paper shed light 
on the importance of collecting occupant data and 
thoughts on ways to integrate occupant feedback and 
building performance into the way we design, deliver, 
and operate buildings.  
Resource consumption in terms of energy, water, 
transportation expenditures, as well as indoor 
environmental quality was assessed between both 
building pairs and their relationship to the LEED 
certification credits achieved. Results show that while 
LEED buildings, in general, outperformed their non-
LEED comparatives, their resource consumption, 
however, exceeded their predicted expectations in 
most categories. In addition, the amount of credits 
achieved were not directly related to better 
performance unless the building achieved most credits 
in the respective category. It should be noted that 
achieving some minor credits in each category might 
also result in lower performance buildings than 
traditional comparative non-LEED buildings (such as 
case study #4). This information will be invaluable to 
green buildings designers and planning professionals 
in designing future buildings that aim to balance high 
performance with occupant’s satisfaction and 
environmental stewardess.   
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ABSTRACT: This research aims to provide some knowledge for architects and urban designers on urban public 
space form optimization in terms of wind environment during initial design stage. In this paper, different vertical 
opening layouts were investigated on the influence of different region’s spatial ventilation by CFD numerical 
modelling. Spatial mean velocity magnitude at pedestrian-level and air flow rate at space vertical opening and top 
boundaries were calculated to evaluate spatial ventilation. Simulation results show that appropriate vertical 
opening layouts could improve velocity magnitude of space’s recirculation area. When the inlet opening is 
approaching the opposite side of the outlet opening, spatial mean velocity of some recirculation regions could be 
increased by more than 60%. In terms of the inlet opening position, when the opening is located at the side of 
south space boundary (windward direction), more airflow could be induced into space. 
KEYWORDS: Urban public space, Opening layout design, Spatial ventilation performance, CFD simulation. 

 
 

1. INTRODUCTION 
As better air quality is essential for urban public space, 
improving urban spatial ventilation through the 
optimization of space configurations is more 
considered by architects in urban design process. But 
how to design spaces through appropriate building 
arrangement is a challenge for architects. Although 
many qualitative studies had revealed relationships 
between design variations and wind environments [1], 
the trial-and-error method is still adopted in the 
microscale urban design process, as the relationships 
are not clear to be used as guidelines to control the 
space configuration in the design process. Thus, more 
detailed effects of design variations on spatial 
ventilation are needed on an operational level. This 
study focus on the influence of urban public space 
opening layouts on pedestrian-level wind conditions, 
as the openings are the space boundaries at which air 
flow are exchanged. 
For descripting of the public space forms, Krier and 
Rowe [2] classified the spatial types according to the 
types of street intersection laid out and put forward 
four intersections at four possible points of entry. They 
also sketched a series of spatial forms according to the 
geometrical characteristics (Figure 1). Recently, 
several studies had discussed influence of building 
layouts on spatial ventilation, but very few studies had 
investigated the wind conditions of urban public 
spaces in term of the considerations of space 
boundary opening layouts (street intersections). For 
example, Asfour [3] investigated the effect of housing 
blocks layouts on ventilation potentials by numerical 
modelling. Six hypothetical arrangements of dwelling 
buildings were assessed by calculating wind pressure 
difference of building facades. Hong and Lin further 
assessed the effect of the six residential building 

layout patterns on outdoor thermal environment [4] 
and air quality [5]. Tree arrangements were also 
considered in their studies. Yin et al. [6] analysed the 
different regions of wind environment around a 
building group consisting of six square high-rise 
buildings for six types of building layouts. Similar 
studies were carried out by Arkon and Özkol [7], Iqbal 
and Chan [8], You et al. [9] and Shui et al [10]. The wind 
ventilation conditions of real urban spaces had also 
been investigated by Antoniou et al [11] and Shen et al 
[12]. But these studies mainly focus on simulation 
and/or ventilation performance method rather than 
passive design strategies. In addition, Givoni [13] had 
carried out systematic experiment studies on the 
effect of space opening layouts on spatial ventilation, 
a 65×65×50 (cm) cubic room with openings located at 
different positions was build and the wind velocity 
ratio were investigated for different regions. However, 
these performances were carried out for interior 
spaces, without considering air exchange at top 
boundary. 

 
Figure 1: Sketches of a series of urban spatial forms [2] 
 

This paper tried to obtain the principle of opening 
setting for optimizing the ventilation performance in 
urban space. Several ideal square spaces were built to 
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discuss the influence of different lateral opening 
layouts on spatial ventilation. To consider the effect of 
surrounding buildings, building blocks were built 
around the square space. Within the space, several 
typical spaces were evaluated under the south wind 
direction. This could analyse the typical wind condition 
to buildings in the east China monsoon region. To 
calculate the airflow patterns within the studied 
spaces, computational fluid dynamics (CFD) method 
was adopted in this study. The calculation tool used 
was ANSYS-Fluent. Spatial mean velocity magnitude 
and air flow rate were selected as the indices for 
spatial ventilation performance. 
 
2. Method 
2.1 Urban space configurations 
To discuss the influence of urban space lateral 
openings layouts on spatial ventilation of different 
regions, several 3x3 square spaces with different 
lateral opening layouts were built for investigation. 
Two types of spaces were set according to the inlet 
opening locations, as shown in Figure 2. Type A 
represented the space with one inlet opening located 
in the middle of south space boundary, while Type B 
represented the space with one inlet opening located 
in the side of south space boundary. Cases A0 and B0 
were the spaces with only one inlet opening 
(opening1), while the other cases were the spaces with 
one inlet opening and one outlet opening (opening2). 
The effects of surrounding buildings were also 
considered by setting building blocks around the 
studied cases. 

 
Figure 2: Study cases 

In this study, the location combination of the inlet and 

outlet opening were investigated and the opening size 
were kept constant. The studied spaces were built by 
one or two surrounding buildings. The depths of the 
buildings were set as 24m and the building height H 
were 12m. 
The studied space was divide into 9 different regions 
for ventilation evaluation (Figure 3). They represent 
different space feature, i.e. corner space surrounded 
by two walls, side space adjacent to one wall and 
central space far away from walls. According to the 
characteristics of the flow field, the regions were 

classified into two areas, naming jet area (J) and 
recirculation area (R). And according to the air flow 
route, the two areas were further divided into up-wind 
(Ju, Ru), middle-wind (Jm, Rm) and down-wind (Jd, Rd) 
areas. As the recirculation area in type B is deeper than 
type A, the areas adjacent to jet area were named as 
Rd1, Rm1 and Ru1, while the far away areas were 
named as Rd2, Rm2 and Ru2. 

 
Figure 3: Regional spaces for ventilation performance  

 
2.2 CFD simulations 

For wind flow predicting using CFD simulation, it is 
generally acknowledged that large eddy simulation 
(LES) can provide more accurate results than steady 
Reynolds-Averaged Navier Stokes (RANS). However, 
LES consumes much more computational time than 
the RANS approach, and the turbulent model setup is 
also more complex [14]. In addition, if the urban wind 
prediction focused on the mean wind speed rather 
than on an effective wind speed, RANS approach could 
provide sufficient results. Considering that RANS 
turbulence models are less time-consumption and this 
study mainly focuses on mean wind velocity, the 
steady RANS approach with standard k-ε turbulence 
model is adopted in this study. 
The accuracy of predicting outdoor wind velocity using 
RANS approach had been verified by many studies 
[4,12,15]. Some guidelines, such as AIJ (Architectural 
Institute of Japan) guideline [16], had provided 
important recommendations of using the CFD 

Type A 

Type B 

Opening1 

Opening2 

Opening1 

Opening2 
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technique for appropriate prediction of pedestrian 
wind environments. This study referred to the 
simulation method which had been validated by wind 
tunnel tests [15]. Calculation domain and boundary 
conditions are shown in Figure 4. Hexahedral elements 
were built in the computational domain. Minimum 
grid control is 0.022H in direction z and 0.044H in 
direction x-y. Maximum expansion factor between 
grids is 1.25. The inlet vertical wind velocity profile (U), 
turbulent kinetic energy profile (k) and turbulent 
dissipation rate profile (ε) were calculated as the 
following Equation (1) - (3): 
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Where z0 - the aerodynamic roughness length (m), and 
z is the height coordinate (m);  
H - the building height (m); 
U(H) - the reference wind speed is 4 m/s at the 
reference building height H.  
Cμ - constant 0.09 (-); 
UABL*= the friction velocity 0.33 (m/s); 
κ - Karman constant 0.4 (-).  
Symmetry boundary conditions were imposed on the 
top and lateral sides of the domain. At the outlet 
boundary of the domain, a pressure-outlet condition 
was used. No-slip wall boundary conditions were used 
for all solid surfaces. The SIMPLE algorithm was utilised 
for pressure-velocity coupling. Pressure interpolation 
was in second-order accuracy. For both the convection 
terms and the viscous terms of the governing 
equations, second-order discretisation schemes were 
used. 

 
Figure 4: Computational domain and boundary conditions 
(Building height H =12 m) 

 
2.3 Ventilation performance of regional space 
To assess the space ventilation of different regions, 
spatial mean velocity and air flow rate were adopted 
in this study. They can reflect the air flow patterns 

within different regions and the air exchange 
characteristic at opening boundaries, respectively. 
The normalized spatial mean velocity (<V*>) in each 
specified region (Vol) was calculated as Equation (4): 

* 1 1
( , , )

ref Vol

V V x y z dxdydz
V Vol

 =          (4) 

Where Vref - the reference velocity (m/s); 
Vol- a specified volume which height H is from ground 
to 1.8 m above the ground (m3);   
V - the velocity magnitude (m/s). 
Air flow rate means the frequency for certain area 
where air is replaced by outside "fresh" air. Air flow 
rates through space openings and the roof were 
calculated using Equation (5-6) [15]: 

A
Q V ndA=                              (5) 

turb w0.5
A

Q dA =                        (6) 

Where V - wind speed vector (m/s); 
              n - the normal direction of street openings or 
the street roof (-); 
A - In Equation (5), the area of opening1, opening2 and 
Top at space boundary (m2); In Equation (6), the area 
of Top (m2); 

w  - the vertical velocity fluctuation across the street 

roof based on the approximation of isotropic 
turbulence (m/s). 
As the inflow flux in the space is affected mostly with 
the value of the mean part of the flux [17], so only the 
mean part of the flux was calculated in this study. 
 

3. SIMULATION RESULTS AND ANALYSIS 
3.1 Type A - space with middle inlet opening  
Figure 5 shows the distribution of wind velocity at 
pedestrian level (1.8m above floor) with openings of 

Type A. Form the figure it can be found that the 
combination of opening1 (inlet) and opening2 (outlet) 
positions could affect wind field patterns. When the 
opening2 is not at the opposite of the opening1 (A1-
A3), wind flow pattern is similar with that of case A0.  
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Figure 5: Wind flow pattern of type A cases (0.15H) 

When opening2 is at the adjoining side (A1-A3) or 
opening2 is not opened (A0), recirculation flow 
appears at the central region (Jm) and two sides of the 
recirculation space (Ru and Ru’).  And when opening2 is 
at the opposite side of opening1, more flow wind could 
be induced out form opening2. This wind 
characteristic can also be found by analysing air flow 
rate through each opening (Figure 6). When opening2 
varies from the adjoining side to the opposite side of 
the opening1. The outlet airflow form opening2 
increases gradually. Take A2 and A5 as an example, 
airflow rate increases by 7 times. Corresponding, the 
outlet airflow from top boundary decrease and the 
inlet airflow form top boundary increases. This reflect 
the variation of airflow characteristics within the 
spaces. In Case A1 and A2, the wind mainly entered the 
space form opening1, and get out form top by 
turbulence. The influence of opening2 position can be 
neglect. When opening2 approaches the opposite side 
of opening1, more wind could get out form opening2. 
The percentage of outlet flow from opening2 is only 
48% for Case A3, while 79% for Case A5. Meantime, 
more wind flow could enter into the space from top 
boundary. This is because the vertical flow exchange 

at the top boundary is less influenced by the air flow 
entering form the opening1.  
Form Figure 6, It can also be found that as opening2 
approaches the opposite side of opening1, the total Air 
flow rate increases, although more wind exchanges 
occur at the jet areas. 

 
Figure 6: Air flow rate at opening1, opening2 and top 
boundary for different type A design cases 

 
Figure 7 shows the spatial mean velocity of the nine 

regions within jet and recirculation areas under 
different combinations of opening1 and opening2. In 
subplot (a), when outlet opening changes from A0 to 
A5, the <V*> of jet area’s three spaces (Jd, Jm, Ju) 

increase slightly. For example, the <V*> of Ju space 
increases by 35%. The <V*> of recirculation areas are 
also improved as opening2 move towards the opposite 
side of opening1 (Figure 7b-c). Take Case A1 and A5 as 
an example, the <V*> variation of Rd and Rd’ spaces 

increase by 67% and 52%, respectively. It is due to the 
strengthen of wind flow form opening1. 

 

 

 
Figure 7: Spatial mean velocity of different regions within jet 
and recirculation areas for different opening2 layout design 
cases. 

 
3.2 Type B - space with side inlet opening 
Figure 8 shows the distribution of wind velocity at 
pedestrian level (1.8m above floor) with openings of 
Type B. Similar to Type A, when the opening2 is 
approaching the opposite of the opening1 (B2-B5), the 
wind flow pattern differs greatly with others. 
Recirculation flow phenomenon occurs at Rd1, Rm1 
and Ru1 regions. When pening2 is approaching 
opening1 (Case B1), or at the R2 region (B6-B9), the 
wind flow patterns are similar with that of case B0. It 
might be due to the airflow entering form opening1, 
strike on the wall of Rd1 spaces and is induced to 
recirculation areas. The flow patterns are more 
reflected by the analysis of airflow rate, as shown in 
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Figure 9. In Case B1 and B9, airflow entering into the 
studied spaces not only form opening1 but also from 
opening2, and get out form top boundary. Opening1 
and opening2 are all inlet openings, when opening2 is 
adjoining to opening1. But in other cases (except Case 
B0), opening2 serve as outlet opening. Airflow enters 
from opening1 and get out form top and opening 2. It 
is especially true when opening2 is opposite opening1 
(B4 and B5). At this time, the percentage of outlet flow 
from opening2 could reach more than 79% and 74%. 
In case B6 – B9, the pedestrian level wind velocity 
patterns are similar. In these design cases, airflow 
mainly enters form opening1 and get out form 
opening2 and top boundary. When opening2 move 
away from the opposite of opening1, airflow rate from 
opening2 decrease evidently. 

 
Figure 8: Wind flow pattern of type B cases (0.15H) 
 

 
Figure 9: Air flow rate at opening1, opening2 and top 
boundary for different type B design cases. 

 

 

 
Figure 10: Spatial mean velocity of different regions within 
jet and recirculation areas for different opening2 layout 
design cases 
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Similar to Type A, the mean wind velocities <V*> of 
different regions are also improved as opening2 move 
towards the opposite side of opening1 (Case B4). In 
Figure 10, it can be found that the <V*> of B4 and B5 
cases are generally higher than that of other cases, and 
it is especially evident for jet (Figure 10a) and far away 
recirculation area (Figure 10c). For example, in jet area, 
the mean wind velocities of Ju, Jm and Jd regions 
increase by 22%, 61% and 25%, when design cases 
change from B1 to B4. It is mainly due to the airflow 
improvement, when opening2 moves to the opposite 
side of opening1 (Figure 9).  
Due to the recirculation flow, which occurs at certain 
region, there are some exception. For the B5 case 
(Figure 10b), which the opening2 is located at the 
opposite side of opening1, the <V*> of certain 
recirculation region (Rd1) could be even worse than 
other cases. Take B5 and B6 as an example, the <V*> 
of Rd1 decreases by 52%. And in other cases, which 
opening2 are not the opposite side of opening1, the 
<V*> of certain recirculation region (Rd2 of case B7) 
could been improved, as shown in Figure 10c. This 
recirculation flows can be clearly seen in Figure 8. 
 

4. CONCLUSION 
This paper preliminary discussed the influence of 
space lateral opening layouts on spatial ventilation of 
different regions. Simulation results show that the 
variations of opening1 and opening2 locations could 
influence the airflow exchange at space boundaries, 
and ultimately affect the wind velocity distribution of 
the urban ground spaces. 
 The spatial ventilation of different regions could be 
improved by designing the outlet opening at the 
opposite side of the inlet opening. When the outlet 
opening is approaching the opposite of the inlet 
opening. The airflow rate entering form inlet opening 
could increase by 26% and 16% for type A and type B. 
It could generally improve the spatial ventilation of 
different regions. However, exceptions also exist for 
this improvement due to the recirculation flow 
phenomenon. 
When the outlet opening (opening 2) is laid at the 
boundary of recirculation area, the pedestrian-level 
wind velocity pattern is generally less affected by the 
outlet opening layouts. 
In terms of the inlet opening position, Type B is better 
than Type A, as more airflow could be induced into 
space when opening is located in the side of south 
space boundary. 
This research preliminary analyses the influence of 
space opening layouts on the spatial ventilation. Due 
to complexity of urban forms, the conclusions are 
confined to these studied cases. More studies are 
needed to further investigate opening size changes 
under different wind directions. 
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ABSTRACT: There is an urgent need for construction systems that enable the recovery of materials at the end of a 
building’s life. The current widespread use of adhesive-based fixings and single-life materials formed from 
petrochemical derivatives has led to the unprecedented generation of toxic material waste. Consequently, up to 
40% of global waste is estimated to come from the construction sector. This design-led research study examines 
the potential of new light timber frame designs to facilitate material recovery. The research focuses the geometric 
and jointing properties of the components within the light timber frame and their potential for reuse. To validate 
the success of the proposed design ideas, a lifecycle assessment of the product was undertaken. This has been 
supported by a detailed discussion of the durability performance of the system. The study finds that the geometric 
and assembly conditions of the frame significantly increase long-term sustainable measures. The proposed design 
is estimated to represent a 70% reduction in embodied energy over an extended product’s lifetime versus 
conventional light timber platform framing.  
KEYWORDS: Closed Loop Design, Circular Economy, Material Reuse, LCA.   

 
 

1. INTRODUCTION 
This design-led research project aimed to develop a 
prefabricated and modular timber frame construction 
solution that promoted material reuse to effectively 
eliminate the production of waste in a building’s life 
cycle. This paper documents key design details of the 
proposed construction approach that enables each 
independent building element, material and material 
fastener to be easily separated and reused or up-
cycled without complication. 
 
1.1 The Waste Problem 
The building and construction industry generates 
more than 40% of global waste [1]. This is a direct 
consequence of the widespread specification of single 
use and non-reversible fixings, a result of the 
prioritisation of assembly speed (driven by monetary 
factors), which leads to the contamination and 
irreversible damage of materials [2]. Today the reuse 
of building materials is highly unattractive from an 
economic standpoint as materials often need 
significant reprocessing or regrading to be used again 
effectively [2]. 
 
1.2 Theoretical Framework  
Design with the intention to reuse materials at the end 
of the building’s life fits into a range of sustainable 
design frameworks. These include Design for 
Deconstruction (DfD), Design for Disassembly, Cradle 
to Cradle Design (C2C), Circular Economy Design (CE) 
and Closed Loop Design [3, 4]. As noted, the intention 
of these agendas is largely the same: prevent end-of-
life waste by ensuring reuse potential and end-of-life 
recovery is ‘designed-in’ from the beginning. This 

research takes a holistic view of these frameworks and 
uses key design principles from all to ensure a fit-for-
purpose design outcome. 
 
1.3 Success Criteria  
Following these ‘design for reuse’ frameworks, a 
construction system designed for reuse must ensure 
minimal reprocessing (minimal damage or 
contamination to the main material) between use 
cycles and rapid deconstruction times to guarantee 
economically viable reuse. As such, design 
optimisations must ensure that jointing systems are 
durable and reusable without complication. This 
should include the specification of timber products 
that are not easily damaged when being assembled 
and/or disassembled. Similarly, the dimensional 
properties of the structure must be attractive for a 
diverse range of building applications if the dismantled 
product is to retain significant value through reuse 
cycles [3]. 
 
2. KEY DESIGN DEVELOPMENTS 
These ideas were applied to the design of an 
alternative modular timber frame [4]. The final 
research outcome was a prefabricated modular and 
reciprocal structure named ‘X-Frame’ (Fig. 1). Key 
features of the X-Frame system are covered in the 
following section.  
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Figure 1:  A full-scale prototype test of the modular and 
reusable X-Frame structural system. 

 
2.1 Assembly Optimised Structure  
To enable rapid assembly and disassembly, X-Frame 
was designed to require minimal supplementary 
fixings. Timber components were fabricated in such a 
way that enabled them to interlock and create a rigid 
structural grid inherently capable of resisting lateral 
loads (Fig. 2). This is significant as the amount of time 
required to separate fixings is reduced. The need for 
structural sheet material to be fixed to the face of the 
frame for lateral load resisting bracing is also removed 
[4]. The structural frame is therefore free of 
contaminants (such as adhesives and parts of 
damaged plasterboard) and panelised linings can be 
reversibly fixed without the need to provide lateral 
bracing.  
 

 
Figure 2: Interlocking reusable and scalable structural grid 
with non-damaging fixings. 

 
The triple-layer intersection detail is optimised to 
facilitate assembly and lifecycle performance (see 
right side of Fig. 2). The central component (X-Slot) 
acts to align disparate components during assembly 
quickly and prevent out-of-plane separation while in 
use. The two identical outer layers then act to lock the 
spanning members in place across their span. These ‘X-
Lock’ components also help to self-correct the frame 
during assembly. If the central ‘X-Slot’ component is 
not correctly aligned these locking plates will pull the 
spanning elements into plumb. Furthermore, the triple 

layer intersection detail allows insulation to sit in a 
separate cavity to the building services. This ensures 
that insulation materials do not have to be shaped 
around services and that both service and insulation 
materials can be recovered quickly without potential 
for cross-contamination. Collectively these integrated 
self-correcting assembly parameters are 
advantageous to encourage material reuse. They 
significantly speed up the construction process and 
ensure that integrated fixing points are always in the 
correct position. 
 
2.2 Geometrically Optimised Modules   
The resulting frame is an expandable matrix based on 
a 900mm module (Fig. 3). This allows maximum use of 
available sheet material at the time of fabrication 
(with two 1180mm long members at 45-degree angles 
forming the 900mm module – Fig. 2) and fits within 
functional architectural geometries [5]. The module is 
designed to work for all building elements (floor, walls 
and roofs – free spanning horizontally up to 5.4m) (Fig. 
4 and 5). This leads to the need for fewer discrete 
components and aids in increasing the attractive reuse 
value of this alternative structural frame.  
 

 
Figure 3: Grid structure formed from five primary 
components.   

 

 
Figure 4: Grid structure operating effectively in all building 
elements and configurations.  

 
2.3 Detailing and Offset Management    
To further simplify the module-based structure each 
principle spanning element (Fig. 2) has been bevelled 
at both ends to remove the need for any offset or 
additional components when two (or more) vertical 
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elements intersect (Fig. 5). Rather than introducing 
more components, each span now has the inherent 
capacity to be placed at a point of intersection. This 
development simplifies construction processes as 
builders do not need to locate a specific prefabricated 
component to complete an intersection at the time of 
initial construction. Likewise, at the time of renovation 
or structural modification, changes are made easier by 
the existing structure’s ability to accept new elements.   
 

 
Figure 5: Chamfering of primary geometry to remove offsets 
when the grid intersects itself. 
 

3. PERFORMANCE ASSESMENT 
The following discussion critiques the performance of 
this design proposal against conventional light timber 
platform framing.  
 
3.1 Life Cycle Assessment 
There are a range of established methods to quantify 
the performance of products that aim to reduce waste 
or perform an existing function in a more sustainable 
way. For the purposes of comparison this study uses a 
streamlined Life Cycle Assessment (sLCA) and 
compares an X-Frame wall assembly with a 
‘conventional’ light timber frame (LTF). This analysis 
results in comparative values that assist in determining 
the effective benefits of X-Frame.  
Additional calculations were required to accurately 
represent the reusability opportunities of X-Frame in 
the sLCA. Based on prototype deconstruction tests 
within this research it was established that the X-
Frame system had a material recovery rate of 
approximately 97.5%. Meaning that through one 
complete use cycle approximately 2.5% of the total 
materials (by weight) were irreversibly damaged. We 
know from literature and testing that conventional 
platform buildings enable the recovery of between 
50% and 70% of all materials [6]. These ‘recovery rates’ 
were then used to predict the effective lifespan of 
material in each system. A conservative lifecycle 
period of 20 years was assumed to somewhat allow for 
incremental changes and renovation. An effective 
reuse limit was also established to more accurately 
reflect practical reuse limitations such as external 
environmental influences. This reuse limit dictated 
that when less than 10% of the original structure 

remained no further reuse cycles were calculated. 
These assumptions allowed the estimation of the 
effective embodied energy consumption for one 
square meter of X-Frame or LTF structure over its 
entire practical lifespan.  
The sLCA is based on New Zealand information for key 
construction materials and is limited to the material 
themselves. The sLCA is for one square metre X-
Frame/LTF and includes an interior lining, structure, 
insulation and external waterproof system. Fixings 
have not been calculated due to an unavailability of 
relevant information.  
Platform Light Timber Frame specification: 90x45mm 
dressed and H1.2 boron treated New Zealand Pinus 
radiata frame with studs at 400mm spacings. Lined 
with 10mm of standard plasterboard. Framing cavity 
filled with 90mm-thick R2.2 glass fibre insulation batts. 
Enclosed with a polyethylene waterproofing 
membrane and a 12mm-thick untreated New Zealand 
Pinus radiata plywood cladding product.  
X-Frame specification: 17mm-thick untreated New 
Zealand Pinus radiata plywood CNC-routed and 
assembled as per X-Frame design (10.2kg). Lined 
internally with a 7mm New Zealand Pinus radiata 
plywood. Framing cavity filled with 90mm-thick R2.2 
glass fibre insulation batts. Enclosed with a 
polyethylene waterproofing membrane and a 12mm-
thick untreated New Zealand Pinus radiata plywood 
cladding product. 
 

Table 1: Table of streamlined Life Cycle Assessment (sLCA) 
results for one square metre of Platform LTF and X-Frame 
systems with LCA data from SCION [7].    

Platform LTF X-Frame 

Total lifetime energy (MJ): 329 379 
Number of use cycles 
(until less than 10% of the 
original material remains):  

5 22 

Time of 1 use cycle (years): 20 20 
Estimated lifespan  
(years): 

100 440 

Energy (MJ) /year/square 
meter: 

3.29 0.86 

 
Table 2: Table of streamlined Life Cycle Assessment (sLCA) 
results for one square meter of Platform LTF and X-Frame 
systems (for a single use – one cycle) [7].   

Platform LTF X-Frame 

Global Warming Potential 
(kg-CO2-equiv.): 

-11.46 -19.62  

Acidification (kg-SO2-
equiv.):  

0.053 0.056 

Eutrophication 
(kg-PO4

3- equiv.): 
0.0065 0.0072 

Photochemical Oxidation  
(kg-C2H2-equiv.):  

0.0072 0.0075 

 
This design-led research project set out to reduce the 
quantity of waste produced at the end of a building’s 
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lifetime. The calculated 70% reduction in lifetime 
embodied energy of construction materials, facilitated 
by building systems designed specifically to enable 
material reuse, suggests far wider positive 
environmental implications than mere waste 
reductions (Table 1) [8]. A reduction on this scale has 
direct implications for material manufacturing, energy 
production and the construction industry’s potential 
to mitigate global warming [8]. It is, however, 
important to note the limitations of this sLCA. Real 
world constraints, such as the cost (time) of extracting 
the materials from the existing building, could notably 
reduce the likelihood of material reuse. Adverse 
environmental conditions are also very likely to impact 
the lifespan of reusable materials. New Zealand’s high 
susceptibility to earthquakes is likely to reduce the 
estimated lifespan of the X-Frame system and reduce 
the product’s energy advantage.  
 
3.2 Alternative Measures 
To generate an alternative performance comparison 
between X-Frame and conventional framing 
techniques all measurable construction information 
were recorded. This included raw material cost, 
manufacturing costs, assembly and disassembly time, 
the number of varying components and the quantity 
of directly reusable materials. These figures, again, 
represent the materials in one square metre of wall.  

 
Table 3: Table of comparable quantitative performance 
measures for the construction of a square metre of insulated 
and clad wall for Platform LTF and X-Frame.   

Platform LTF X-Frame 

Timber structure weight 
(kg) 

7.02 15.48 

Time to assemble 
(minutes) 

20 15 

Waste in fabrication (kg) 1.90 1.57 
Number of components 
(no.) 

3 3 

Disassembly time (minutes) 47 27 
Time to prepare 
components for reuse 
(minutes) 

18 0 

Recovery rate (percentage) 58% 97.5% 
Lifecycle waste (kg) 14.9 1.96 

 

Records of assembly and disassembly tests indicated 
that X-Frame had significantly accelerated disassembly 
times which could help to make material recovery 
more economically viable (Table 3). A 30% reduction in 
disassembly time, and the total elimination of time 
needed to prepare the materials for reuse, results in a 
decrease of more than 55% in effective reuse cost 
(Table 3). Given that it is estimated to cost twice as 
much to deconstruct a conventional LTF building than 
it does to demolish it, deconstruction of X-Frame 
would be economically preferable [9]. Furthermore, 

these savings do not include the potential resale value 
of the recovered materials which could further elevate 
the economic advantages of disassembly. Over the 
estimated 400-year lifespan of the product such resale 
earnings would be substantial. 
 

4. DURABILITY EVALUATIONS 
4.1 Cyclic Durability 
The economic advantages of material reuse and X-
Frame depend on the durability of structural 
connections and components throughout multiple 
life-cycles. However, measuring the durability 
performance of a circular economy product like X-
Frame is difficult due to the multiple aspects that must 
be considered. To understand the range of durability 
factors that needed to be considered, performance 
was broken down into three phases: Phase One 
included the durability of the product in 
transportation, handling and assembly; Phase Two 
covered the durability of the product while it is in 
service (use); and Phase Three’s durability covered the 
ability for the product to be disassembled and reused 
directly.  
X-Frame performed highly in all phases and coupled 
with the appropriate cladding and lining systems, 
achieved 97.5% material recovery through a single-use 
cycle. Of the twelve different components that made 
up X-Frame, only two failed. The first of these failed 
members was the X-Span component which is 
categorised as the largest spanning component of the 
system – the element that when two intersect, creates 
the ‘X’ geometry. When the X-Span failed it did so 
consistently at its centre, where a 17mm-wide slot 
extended 108.5mm through the 200mm-deep section. 
This failure happened in four span elements (out of a 
total of 108) in Durability Phase One and Three. It was 
identified that unexpectedly large forces occurred in 
the transverse direction while assembling and 
separating the structural frame.  Further design 
improvements (X-Frame 9 over X-Frame 7) have 
worked to change the way in which the structure is 
assembled and by doing so eliminated strain on this 
part of the X-Span (Fig. 6). 
 

 
Figure 6: X-Frame 9 – a further developed version of X-Frame 
that is more cost effective reduces the opportunity for 
damaged components during assembly/disassembly.  
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Full-bend and stress testing is yet to be carried out for 
both X-Frame 7 and 9. This is required to validate the 
structural benefits of each iteration. It is also 
important to note that geometric variations between 
versions make the two systems unable to work 
together. This could become an issue if multiple X-
Frame versions are circulating at the same time as 
interoperability in reuse would be extensively 
compromised. The second and final component that 
failed completely was a perimeter span element. One 
of these members (out of 48) failed at its end while 
being removed. This failure was a result of repetitive 
mallet impact on the end tab due to high levels of 
stiffness between the slotted span member and the 
lock it was intersecting (Fig. 7). A redesign of the edge 
condition in X-Frame 9 has eliminated this perimeter 
span component entirely.  
 

 
Figure 7: Failure of a perimeter span element of the X-Frame 
system due to variations in material thickness.  

 
A portion of X-Frame was assembled and disassembled 
(one use ‘cycle’) four times in different conditions. 
While there was no critical damage to any other 
members during these cycles, some of the plywood 
pieces began to show signs of wear and tear. A key 
concern here is the veneers of plywood beginning to 
separate where tenons are inserted into mortise slots 
(Fig. 8). Separating plywood layers suggest a significant 
weakening of the connection which could lead to joint 
failure. This issue was relatively rare, occurring in six 
out of 248 connections, and occurred both during 
assembly and disassembly. Splitting layers only 
occurred on the X-Lock component where four or 
more mortise and tenon joints were occurring.  
 

4.2 Material Environmental Durability 
Plywood is subject to expansion and contraction due 
to environmental moisture.  An excessively dry 
environment may cause shrinkage of connection 
elements to a point that results in structural failure. 
This shrinkage is not uniform however as plywood has 
very low rates of longitudinal and tangential shrinkage 
(approximately half that of conventional timber). Yet 

plywood is subject to the same radial shrinkage rate as 
solid timber [10]. The result of these dimensional 
variances is that joint stiffness can change over time. 
To reduce the impact of this variation all structural 
load bearing plywood connections adhere in more 
than one timber orientation. This ensures that if there 
is shrinkage across the thickness of the material the 
joint remains in contact due to the comparatively low 
shrinkage across the length of the material.    
 

 
Figure 8: Plywood veneer layers separating on the ‘X-Lock’ 
component at a mortise connection.  
 

To achieve the necessary durability rating in respect to 
structural timber components’ resistance to moisture, 
the members must be treated. In New Zealand the 
treatment level mandated is H1.2. In conventional 
timber this is achieved by soaking the material in a 
bath of boron. The resulting product has a pink dye 
added to it to identify it as H1.2 treated timber. Pinus 
radiata structural plywood is available off-the-shelf in 
untreated or H3.2 CCA (copper, chrome, arsenic) or 
H3.1 LOSP (Light Organic Solvent Preservative) treated 
varieties with H1.2 treated product available on bulk 
order. In an ideal circular economy process, any 
treatment would be a natural derivative or process 
(such as AccoyaTM) and applied only after the 
components have been manufactured. This ensures 
that the sawdust waste produced during manufacture 
remains uncontaminated and can be effectively 
contained within a biological resource cycle. If X-
Frame was to adopt materials other than engineered 
timber (plywood and oriented strand board), 
treatment requirements and dimensional variations 
would likely change.  
 
5. WASTE IN FABRICATION 
X-Frame is fabricated from manufactured plywood 
sheets using an industrial computer numerically 
controlled (CNC) router. This type of ‘reductive 
manufacturing technology’ is notorious for producing 
large quantities of waste. This is a direct result of pre-
sized sheet materials (1.2m by 2.4m sheet plywood) 
conflicting with the desired forms being cut. To 
counteract this concern X-Frame was designed to 
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maximise effective use of the available material. Even 
with this intent however X-Frame 7 (Fig. 1) only used 
81% of the available sheet material. Although this 
wood waste can be collected and used to produce 
Orientated Strand Board (OSB) or similar reconstituted 
wood products, this loss of efficiency is not ideal. X-
Frame 9 therefore aimed to improve material usage 
and consequently achieved a 91% usage rate of the 
available material.  
Achieving higher rates of material use efficiency is 
highly unlikely with this manufacturing technology due 
to the way material is formed. For example, the width 
of the router cutting piece is required to be of a 
minimum thickness to achieve economically cutting 
speeds. For X-Frame 9, cut with a 9.5mm-wide router 
piece, 8.2% of the entire sheet area becomes sawdust. 
This means that less than 1% of the plywood sheet 
remains as solid waste. Thus, a significant change in 
geometry would be the only viable solution to further 
improve material use efficiencies when CNC router 
fabrication is used. The authors of this study are 
actively perusing alternative fabrication methods in 
the hope of eliminating disused materials at the time 
of manufacture.   
 
6.0 FIRE RESISTANCE 
This study is yet to quantify X-Frame’s performance in 
the event of a fire. However, based on the similarities 
between X-Frame and existing plywood structural 
systems achieving sufficient fire performance is 
expected to be straightforward. An example of a 
closely aligned product with many completed designs 
and an excellent fire record is the FACIT Homes’ 
system [11]. The FACIT system uses an orthogonal 
structural frame with a perpendicular plywood sheet 
fixed to the face to create a panelised wall 
component.  To protect the slender structural timber 
members from fire, FACIT “use non-combustible 
insulation and fireproof linings” [11]. Typically, this is 
in the form of Gypsum plasterboard screwed and 
glued to the plywood structure. This level of fire 
resistance is adequate in New Zealand for detached 
and semi-detached residential buildings. If there is a 
significant concern regarding fire resistance it would 
also be possible to treat the shaped plywood using fire 
retardant chemicals. These chemicals could be applied 
to the components once shaped. The inherent reuse 
potential of X-Frame would ensure these chemicals do 
not enter waste streams. However, chemical 
treatment is undesirable as it does ultimately 
compromise the cradle-to-cradle potential of 
untreated plywood.  
 
7. CONCLUSION 
The building and construction industry faces major 
waste management challenges. Current building 
practices that depend on single-use materials and 

adhesive based connections must be eradicated to 
eliminate the production of downcycled or waste 
materials. This research demonstrates that alternative 
timber structures can be shaped and detailed to 
enable direct and economically efficient reuse of 
deployed materials. The proposal is a digitally 
fabricated light structural frame that integrates all 
connection and assembly functions. Streamlined life 
cycle analysis and durability studies suggest that a 
reusable structural frame is a feasible low waste 
building proposition.  
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ABSTRACT: Unmanned Aerial Systems (UAS) have evolved over the past decade as both advanced military 
technology and off-the-shelf consumer devices. There is a gradual shift towards public use of drones, which 
presents opportunities for effective remote procedures that can disrupt a variety of built environment disciplines. 
UAS equipment with remote sensing gear present an opportunity for analysis and inspection of existing building 
stocks, where architects, engineers, building energy auditors as well as owners can document building 
performance, visualize heat transfer using infrared imaging and create digital models using 3D photogrammetry. 
This paper presents a comprehensive review of various literature that addresses this topic, followed by the 
identification of a standard procedures for operating a UAS for energy audit missions. The presented framework 
is then tested on a university campus site based on the literature review to showcase: 1) pre-flight inspection 
procedure parameters and methodologies; 2) during-flight visually identified areas of thermal anomalies using a 
UAS equipped with Infrared (IR) cameras and; 3) 3D CAD modelling developed through data gathered using UAS. 
A discussion of the findings suggests refining procedure accuracy through further empirical experimentation, as 
well as study replication, as a step towards standardizing the automation of building envelope inspection. 
KEYWORDS: Unmanned Aerial System (UAS) Building inspection, Retrofitting, Energy audit, Thermography 

 
 

1. INTRODUCTION 
Humans live in aging built environments. Maintaining 
the energy efficiency of such infrastructure and 
building stock is integral in moving towards an 
environmentally sensitive and sustainable future in 
the age of climate change. 40% of U.S. homes were 
built before 1970 [1] and the buildings sector accounts 
for 40% of CO2 emissions in the United States [2]. 
Therefore, to address the inefficiency of older 
infrastructure, building energy retrofitting practices 
typically identify, diagnose, and design solutions that 
address issues of building usage, systems and 
envelope [3].  
To identify problematic issues specific to the building 
envelope, energy auditors typically use tools such as 
blower door tests to detect infiltration/exfiltration 
regions, as well as thermal bridges [3]. Technologically 
advanced tools such as infrared cameras and 
Unmanned Aerial Systems/Vehicles (UAS/UAV) enable 
professionals to analyse such issues rapidly and 
accurately while reducing operational costs and 
minimizing safety risks, and when paired with video 
recording, photography, or multi spectral imaging, 
drones can safely, economically, and efficiently carry 
out a broad variety of surveying services [4]. UAS 
provide experts across industries with a unique aerial 
perspective. This viewpoint allows easy access to 
remote or inaccessible areas without compromising 
the safety of the pilot [5], and this combination of 
technology has and will continue to permeate a wide 
range of varying fields as its applications, innovations, 
and capabilities are discovered and improved upon [6]. 

The primary barrier to energy efficient retrofitting is 
the uncertainty over return on investment, an 
uncertainty that can be addressed when focusing on 
the building envelope with relatively quick and cheap 
visualization of thermal anomalies [7]. Thermal 
patterns gathered with infrared cameras attached to 
drones can be converted into automatically generated 
3D CAD models using 3D photogrammetry software. 
This paper's goal is it to report on a comprehensive 
review of contemporary developments in UAS 
technologies specific to such building performance 
inspection applications, and presents a novel proof-of-
concept study for thermography-based building 
auditing using UAS. The manuscript, therefore, 
addresses this aim through the following objectives: 1) 
reviewing literature focusing on site investigations, 2) 
examining building analysis techniques using UAS and 
3) investigating drone flight planning procedures for 
building performance inspection. The results 
specifically focus on applications of thermography and 
3D CAD model generation, and a case study is 
presented for the methods on a university campus in 
the United States. The paper concludes with a 
discussion that contextualizes past investigation 
directions, current research challenges, and a 
framework for future developments. 
 
2. RESEARCH METHODOLOGY 
The review initiated with a literature survey via 
multiple online scholarly sources. The sources were 
selected based on their ability to detail the 
applications and current abilities of UAS and thermal 
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infrared technology in improving existing building 
audit practices. This necessitated scholarly 
foundations that detail the design of flight paths in 
relation to buildings, large expanses of landscape, 
and/or geoclusters.  
As the review specifically focuses on stages of an 
energy audit using UAS equipped with thermal 
cameras, an experimental setup is proposed as part of 
the work in each of the reviewed topics and is 
presented in the discussion section. For pre, during, 
and post flight analyses, investigation methods are 
developed, calibrated, and tested on a university 
campus as part of the findings for the literature review. 
 
3. RESULTS 
The workflow is divided into three main categories; 
site acquisition, flight path planning, and post-analysis 
(Fig. 1).  Results are split into three steps; pre-flight 
drone path planning, in-flight infrared thermography, 
and post-flight image processing, segmentation, and 
3D model generation. 

 
Figure 1: Categorical decision tree for the workflow of UAS 
literature investigations. 
 

3.1 Pre-flight Path Planning 
Planning a drone flight demands an awareness of 
multiple factors such as distance from target, altitude, 
speed, overlap, and pattern [8]. The accuracy of the 
drone flight as well as avoidance of obstacles is heavily 
reliant on the accuracy of the Global Positioning 
System (GPS) and Inertial Navigation System (INS) [9].  
The most common path has been to fly the drone in 
either vertical or horizontal strips in a zig-zag pattern 
across the area of interest. This method is frequently 
referred to as the strip method [9,10]. Eschmann & 
Wundsam elaborate further on the strip method by 
testing the differences between utilizing vertical strips 
or horizontal strips. Their study finds that vertical 
strips result in unfavourable movement of the lens 
which decreases the clarity and quality of data 
gathered. Horizontal strips are proven to be more 
reliable especially when paired with a low flight speed 
[11]. In addition to being a proponent of the strip 
method, Steffen & Forstner present research which 
advocates for the use of archimedic spirals to optimize 
flight plans [9]. Multiple researchers plan their flights 
according to a grid overlaid on the pre-determined site 

boundaries, so that the drone flies to gather data of 
each grid unit [12,13]. 
The strip method frequently involves specified 
overlaps to ensure not only a robust and thorough 
collection of data, but also to ensure an easy transition 
into photogrammetry, 3D model generation, and/or 
analysis. To survey archaeological ruins, Stek 
recommends a >35% overlap [14]. However, there is a 
great range found that includes 60% [15], >70% [16]. 
60–80% [17], 70% lateral and 80% forward [18] and 
90–95% [19] For surveys of large or urban areas, a 
height of 100–200 m allows for high (unspecified) 
overlap and high-resolution data capturing [17].  
 
3.2 Infrared Thermography 
Building thermography for the purpose of anomaly 
detection can be carried out in a range of methods that 
include but are not limited to: aerial surveys, 
automated fly-past surveys, street pass-by surveys, 
perimeter walk around surveys, walk through surveys, 
repeat surveys, and time-lapse surveys [20]. 
Innovative approaches have been detailed for many of 
these methods and include use of various 
combinations of vehicles (whether unpiloted or 
robotic) paired with cameras of various capabilities, 
including research on building energy audits 
conducted by a terrestrial robot laden with infrared, 
photo and Light Detection and Ranging (LiDAR) 
technology [21]. 
The use of infrared thermography in buildings is 
especially useful for visualizing the thermal patterns 
within the building envelope as well as the movement 
through and across various building materials [22]. The 
non-contact nature of infrared visualization is less 
likely to be inaccurate than any contact measurement 
method readily available due to the fact that it does 
not affect thermal equilibrium. By using airborne 
infrared cameras, auditors are able to capture a large 
surface with minimal effort. This is thought to be the 
only way to achieve a correct mean value and measure 
local anomalies [6]. To ensure accurate results, 
Borrmann et al. recommend a temperature difference 
of about 10 degrees Kelvin between the interior of the 
building and the exterior ambient air temperature. The 
ideal conditions for infrared auditing require stable 
weather conditions over a long period of time [23]. In 
addition, extensive exposure to solar radiation is not 
ideal as it may oversaturate and obscure smaller 
instances of leaks. For this reason, ideal weather 
conditions are partly cloudy morning hours during the 
winter months [21]. To insure an easy transition to the 
next step, photogrammetry and 3D model generation, 
Ham & Golparvar-Fard reinforce the necessity for 
captured thermal imager to be ordered, calibrated, 
and geo-tagged [24]. 
 
3.3 Post Processing (Photogrammetry & Modelling) 
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Post processing begins with the awareness of five 
different conditions; altitude, quality, timing, 
spectrum, and overlap [25]. Photogrammetry 
techniques can either utilize direct geo-referencing, 
ground control points, manual tie-in points, or a 
combination thereof [26]. Geo-referencing is most 
easily achieved with time-stamped GPS data recorded 
during flight [27]. It is typical to use photogrammetry 
techniques to create a large and complete image of a 
singular façade [28]. Specifically, in regards to building 
energy inspection, the most common methodology for 
post processing uses threshold techniques and 
software to segment or enhance image saturation to 
further emphasize the region of interest [4, 29]. 
3D modelling techniques can be organized into two 
sets of goals; groups of buildings (geoclusters), or 
singular buildings [30]. Although extensive research 
has been conducted, Borrmann et al. bring attention 
to the fact that, to the best of their knowledge at the 
time of publication, no truly autonomous system for 
3D model generation of building geometry using 
thermal imaging has been recorded in a scholarly 
article [21]. LiDAR is argued to be superior for this task 
[31]. Most literature focusing on photogrammetry 
experimented with point clouds and have yielded 
commendable results though none with as much fine 
detail as with LiDAR technology. Lizarazo et al. use RGB 
photos to create 3D geometry first because the spatial 
resolution tends to be more optimized than the 
infrared photos. In addition, they developed 
algorithms and applied Wallis filters to successfully 
improve the accuracy of the final product [10]. 
Multiple researchers tested a methodology where 
RGB photos were used to create an initial 3D model 
where the infrared images would later be overlaid as 
they found that 3D model generation software tends 
to be more successful with RGB photos [32,33]. 
 
4. DISCUSSION 
Reviewed literature varies and sometimes overlaps in 
recommended inspection methodologies. A case study 
was therefore developed as an application that 
combines and tests reviewed literature outcomes. The 
case study is investigated through the paper's 
objectives, by detailing pre-flight path design, during-
flight data gathering and post-flight analysis. The 
inspected building was chosen as a generic residential 
structure on a university campus. All flight parameters 
were varied, including flight path design, image 
capturing density, overlap and distances from 
buildings and external environmental conditions for 
surveys. The aim was to develop empirical setups for 
building inspection using UAS equipped with thermal 
cameras. 
Field tests were conducted with a DJI Inspire 1 drone, 
paired with a FLIR Zenmuse XT thermal camera. The 
accompanying DJI app was used during flight to 

monitor the thermal data. The flight path was pre-
determined and automated using the Litchi and 
DroneDeploy app for roof images. The images were 
processed and analysed using the FLIR Tools program. 
We empirically found that using both the strip pattern 
and the archimedic spiral, as detailed earlier, have 
proven to be effective methods. The strip pattern with 
at least a 70% overlap is suitable for gathering data to 
audit or visualize energy use in buildings. An elliptical 
flight path with as much as 95% overlap is appropriate 
for photogrammetry and 3D model generation. A 
distance of 12 m away from the target surface with 
changing bay widths of 2–3m is fitting for capturing 
images every one and a half meters along the path. For 
the generation of 3D models, flying multiple elliptical 
flights at varying altitudes can be ideal. The most 
effective altitudes have been found to be 18, 22, and 
27 m, or twice the height of the building and twice the 
size of the building footprint. The flights should 
increase in altitude and size by roughly 1.25X per flight. 
Although this seems redundant, current 3D model 
generation software, like Pix4D, works best with a 
repetitive surplus of images. Fig. 2 represents the 
empirical parameters of flight path planning. 

 
Figure 2: Flight path parameters for building inspection. 
 

For thermography purposes using UAS, our 
experimentation confirms that better conditions for 
thermal imaging are cloudy morning or evening hours 
with stable temperatures and no precipitation. At the 
time of writing this paper, a difference between indoor 
and outdoor temperature of at least 10 degrees Kelvin 
is recommended when a FLIR camera is being used 
[34]. This may not be necessarily the case for more 
sensitive state-of-the-art IR cameras, and also may not 
be feasible in regards to commercial year-round UAS 
applications. INS and GPS systems should be correctly 
calibrated to accurately geo-tag the images. Fig. 3 
demonstrates examples of compromises of an 
example building envelope, identified with thermal 
imaging. 
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b 

c 
Figure 3: Envelope issues identified using an IR camera. 
a. Door infiltration, with change in floor temperature. 
b. Possible thermal bridging by nails that effect the roof. 
c. Leakage as a result of envelope installation malfunction. 

 
Photos taken during our test drone flight were used in 
the program Pix4D to generate a 3D point cloud from 
the 2D images. Multiple models may be recommended 
based on the number of photos taken. Based on 
empirical trials and observations, approximately 
1000–1300 photos are recommended as a suitable 
number of photos for one simulation, due to current 
software limitations that may be resolved in the future. 
Multiple models may be merged upon completion, 
and this allows the operator to eliminate photos that 

may not calibrate properly. The program extracts 
pixels from 2D images by triangulation and locates 
individual pixels from photos within a 3D point cloud 
model. During this process, images of inferior quality 
and images that did not capture the subject will be 
rejected by the program. Upon generation of the 
model, we observed that the façade that produced the 
most detailed model is consistently located on the 
southern face of the inspected building due to solar 
radiation exposure. Using Pix4D modeler, the program 
runs a 15-point process that results in a report output 
noting the efficiency of the photos used in generating 
the model, image overlap, location, among other 
variables. This output notes weaknesses of the image 
retrieval process and should influence future flights. 
The model can be processed in other 3D modelling and 
CAD software such as Rhino3D. When opened in a .FBX 
file format, the 3D model will maintain render and 
texture capabilities. The model is compatible and is 
able to be used in rendering and 3D printing (Fig. 4). 
 
5. CONCLUSION 
This review detailed current procedures and 
methodologies of UAS-based thermal imaging 
practices. An experiment was conducted to empirically 
assess reviewed work, and a UAS-based building 
inspection method was presented, tested, and results 
were stated. Currently aging infrastructure and 
building stock necessitate energy retrofitting action 
and advancements in the methods with which thermal 
issues are identified will enable more action. In the age 
of climate change, the use of UASs and infrared 
imaging has proven to be a significant improvement on 
traditional auditing methods and techniques [6]. The 
increased accessibility, efficiency, and safety present a 
unique opportunity to expedite the improvement and 
retrofitting of aging and energy in-efficient building 
stock and infrastructure. Existing software and 
mathematical concepts present a variety of options for 
post processing, analysis, and visual representation 
with reduced manual workflow, as a step closer 
towards fully automated building performance 
inspections using drones. Future research should build 
on the presented workflows to develop a standardized 
approach for building energy audits. This should 
include references to existing technological 
capabilities and further parameterization of the 
process to become more global through replicated 
experiments that validate the presented work. 
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ABSTRACT: The new WUDAPT portal tool 'WUDAPT2ENVI-met' supplies a fast and easy way to generate large 
urban areas for ENVI-met simulations in a worldwide consistent manner. WUDAPT’s Local Climate Zone 
Classifications provide spatial information based on satellite imagery, which is translated into large ENVI-met 
model areas by templates of ENVI-met objects called Standard LCZ tiles. While 17 Local Climate Zone classes seem 
to be sufficient to describe the inhomogeneity of urban morphologies within one urban area, the inhomogeneity 
of urban morphologies across different urban areas worldwide might call for more, site-specific morphology 
classes. Based on this requirement WUDAPT2ENVI-met was enhanced allowing the import of user-generated, site-
specific LCZ tiles for the translation. In order to examine whether the Standard LCZ tiles are versatile enough to 
dissect urban areas worldwide, a classification using the Standard LCZ tiles and specific, user-generated 
morphologies is compared in a case study of Sao Paulo. Furthermore, the results are compared against a 
simulation of the same area consisting of the actual building morphology. The comparison showed that the use of 
site-specific morphologies, materials and plants improved the results, better fitting the results of the actual 
morphology simulation, which states an important enhancement of the tool. 
KEYWORDS: WUDAPT, ENVI-met, Modelling Urban Climate, Urban structure types, city morphology analysis 

 
 

1. INTRODUCTION 
Urban climate models require coherent and high-
resolution input data to account for the spatial 
inhomogeneity of urban areas. The availability of such 
data varies greatly depending on the area. To provide 
coherent high-resolution data for the entire globe, an 
international collaborative project for climate-
relevant physical geography data for the world's cities 
has been called into existence: the World Urban 
Database and Access Portal Tools (WUDAPT) [1]. Its 
main goals are described in two objectives: One, to 
acquire high-resolution, consistent, climate-relevant 
information on urban morphological structures on a 
worldwide basis. This objective is carried out by using 
globally available satellite data, based on which 
gridded morphology data is created that classifies 
cities into Stewart & Oke’s 17 distinct local climate 
zones (LCZ) [2]. Two, to create tools, which will make 
use of this classification. Here, the urban parameters 
and properties of the LCZs shall be used as input data 
for various applications such as climate simulations or 
urban planning purposes [3]. 
In this contribution, applications of the WUDAPT 
Portal Tool “WUDAPT2ENVI-met”, linking the widely 
used microclimate model ENVI-met with WUDAPT, are 
presented. The WUDAPT2ENVI-met tool uses the 
WUDAPT output, a LCZ classification based on satellite 
imagery, to generate ENVI-met model areas. 
With ENVI-met’s high-resolution model, where the 
urban environment is modelled with little to no 

parametrization, distinct information about each LCZ’s 
design is needed. Therefore, the guidelines of Stewart 
and Oke were translated into explicitly digitized 100 m 
x 100 m large areas called “Standard LCZ tiles”. These 
templates were digitized as vector graphics and 
contain information about morphology, distribution, 
and parameter assignment for every ENVI-met object 
type (buildings, surface/soil materials, simple 
vegetation, 3D vegetation). 
ENVI-met’s newly developed vector editor Monde is 
able to import shapefiles and export them to ENVI-met 
model areas by gridding the objects in user-defined 
resolutions [4]. Within this editor, WUDAPT2ENVI-met 
loads the LCZ tiles as templates and arranges them 
according to the spatial distribution information 
provided by WUDAPT’s LCZCs, thus offering the 
possibility to quickly create city-scale model areas. 
However, the use of only the Standard LCZ tiles might 
come at a disadvantage: While 17 classes seem to be 
sufficient to describe the inhomogeneity of urban 
morphologies within one urban area, the 
inhomogeneity of urban morphologies across different 
urban areas worldwide might call for more, site-
specific morphology classes. 
In order to examine whether the Standard LCZ tiles are 
versatile enough to dissect urban areas worldwide, a 
classification using the Standard LCZ tiles and user-
generated, site-specific morphologies is compared 
against a model area with actual building 
morphologies in a case study in Sao Paulo. 
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2. METHODOLOGY 
In order to understand the differences between 
Standard and site-specific LCZ tiles, their basic layouts 
and properties are presented: First, the general 
digitization process is introduced. Then, the digitized 
representations of the supposedly worldwide 
applicable Standard LCZ tiles and the presumably 
better fitting site-specific LCZ tiles for Sao Paulo are 
presented. 
 
2.1 General properties 
All LCZ tiles were digitized as shapefiles according to 
the guidelines of Stewart & Oke, which define certain 
properties for every LCZ. Each LCZ tile covers an area 
of 100 m x 100 m, which represents a typical building 
block size of urban morphology types in cities 
worldwide. To ensure that all LCZ tiles fit together 
seamlessly when they are assembled into an array 
creating a 3D city-mosaic, all LCZs are digitized having 
an open, non-built-up area at the borders. 
Furthermore, all LCZ tiles are mirrored at their primary 
and secondary axis in order to give them regularity in 
themselves, aiming for a high self-similarity (Fig. 1). 
 

 
Figure 58: Schematic representation of the self-similarity 
objective for the digitization process 

 
In order to achieve high accuracy in digitization, the 
LCZ tile layout was arranged by aligning the objects at 
a vector grid of 2.5 m resolution. Most objects or gaps, 
however, feature a multiple of this resolution, e.g. 5 m, 
7.5 m, or 10 m, which allows to create coarser, and 
thereby larger, model areas without distortion, when 
the vector objects are exported to raster voxels with a 
distinct resolution. 
All LCZ tiles are covered by objects or surfaces 
according to the LCZ properties defined by Stewart & 
Oke 2012 [2]. The layout of each LCZ tile is primarily 
determined by the surface fraction range of buildings 
and impervious/pervious areas as well as a high level 
of self-similarity. The height of buildings and trees is 
modeled according to the defined average height of 
roughness elements. 
 
2.2 Standard LCZ tiles 

All Standard LCZ tiles use homogenous standard IDs of 
the ENVI-met database. Open soil of pervious areas is 
defined as Loamy Soil [LO]. Impervious areas are 
mostly covered with Pavement [PP], whereas LCZ tile 
borders are often digitized as Asphalt Road [ST]. Water 
surfaces are defined as Deep Water [WW]. The 
materials of walls and roofs of single buildings are not 
specified. Default values for all buildings can be set 
within the model area file. Simple plants are always 
defined as grass of 50 cm height with average density 
[XX]. 3D vegetation of urban LCZs is split into three 
groups: small, medium, and large trees. All used trees 
and their dimensions are shown in Table 1. 
 
Table 1: IDs and dimensions of 3D plants used in Standard 
LCZ tiles 

Plant name ID Height [m] Crone width [m] LCZ 

White Poplar PA 7.0 5.0 urban 
Black Locust 03 12.0 7.0 urban 

Tilia PR 18.0 13.0 urban 
Ash B5 20.0 11.0 A 

Norway Maple 07 18.0 7.0 B 
Field Maple A9 12.0 9.0 B 
Pine Trees PI 4.0 5.0 C 

 
All these ENVI-met IDs, as well as the building heights 
for building polygons, are determined in specific 
attribute columns called 'ENVIID' or 'height', 
respectively. All shapefiles of the Standard LCZ tiles 
must be named uniformly in order to be automatically 
identified by the tool. The first two characters of the 
shapefile name define the LCZ numbered from 01 to 
17. After the separation using an underscore, the 
object type is declared as 'areas', 'buildings', 
'simpleplants', or '3Dplants'. All 17 Standard LCZ tiles 
are displayed in Fig. 2. 
 

 
Figure 59: Representation of all Standard LCZ tiles in vector 
editor Monde 
 
Standard LCZ tiles 1-3 and Standard LCZ tiles 4-6 are 
digitized with the same respective surface fraction 
properties, showing the only difference in building 
heights (Fig. 3). By choosing those similar appearances 
for the three main inner city and three main outer city 
urban morphology types, respectively, high 
homogeneity is achieved.  
In order to generate large model areas, WUDAPT 
model areas will often be simulated in coarse 
resolution. Thus, highly detailed building 
morphologies, for example for the midrise or low-rise 
LCZs, are not necessary. Moreover, those details could 
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cause complications since building gaps with a size 
below gridding resolution may distort the model area 
when gridded. 
 

 
Figure 60: Representation of the Standard LCZ tiles 1-3 and 
4-6 gridded in 1 m resolution (they differ in building height 
only) 

 
As Standard LCZ tiles, their appearance is rather 
monotonous, mainly varying in building height and 
amount of vegetation. These tiles, however, only 
represent the standard topology, which enables a 
uniform translation of LCZ classes into ENVI-met 
model areas applicable for most regions of the world. 
Additionally, the user can still manually edit model 
areas. Single objects, like trees or buildings, can be 
modified, added, or deleted to approximate the real 
urban environment. 
 
2.3 Site-Specific LCZ tiles 
In order to compare whether the 17 Standard LCZ tiles 
are sufficient to represent urban morphologies 
worldwide, the portal tool was enhanced to allow the 
replacement of Standard LCZ tiles by site-specific, 
user-generated LCZ tiles. Specific building shapes or 
heights, different materials, soils, or trees, which 
might fit the conditions of the project area better, can 
be provided for all LCZs. 
The collaborating working group at the Faculty of 
Architecture and Urbanism at the University of Sao 
Paulo acted as local expert delivering additional 
information like local building morphologies or 
materials for the site-specific LCZ tiles. 
As of yet, the first 6 LCZs have been built by the local 
experts. The site-specific LCZ tiles consist of specific 
vegetation, building materials, and soils. The specific 
Brazilian tree [M9] is medium sized with a height of 10 
m and a width of 7 m. Simple Plants are characterized 
as standard grass [XX]. Building walls are defined as a 
newly designed brick wall [B4]. 3 cm of the inner and 
outer side of the wall consist of plaster [P1]. The wall's 
core is built up of a 20 cm thick brick layer [BB]. The 
roof's inside is also specified as a 3 cm thick layer of 
plaster [P1], the outer 3 cm layer as a specific roof 
plaster [PR]. Its core consists of reinforced concrete 
[CR] with a thickness of 12 cm (Tab. 2). 

Besides the standard soil profile of pavement [PP] for 
general impervious areas, two new profiles were 
created. Asphalt roads are digitized with [AK], 
consisting of the specific asphalt [KB] in the layer of the 
top 40 cm, which features a volumetric heat capacity 
of 2.62*106 J/m3K and a heat conductivity of 1.26 
W/mK. Deeper layer are filled with the standard soil 
material clay [TO]. The whole soil profile [AK] has a 
roughness length of 0.01, an albedo of 0.2 and an 
emissivity factor of 0.95. Pervious areas are 
characterized as Brazilian soil [OS], which is entirely 
composed of the standard soil Sandy Clay Loam [TS], 
thus having a roughness length of 0.015, an albedo of 
0.33, and an emissivity factor of 0.9. 
 
Table 2: Physical properties of the materials used in site-
specific LCZ tiles 

 Plaster 
[P1] 

brick  
wall [BB] 

roof  
plaster [PR] 

roof concrete 
[CR] 

Thickness [m] 0.025 0.2 0.025 0.1 
Absorption 0.5 0.65 0.65 0.8 

Transmission 0 0 0 0 
Reflection 0.5 0.35 0.35 0.2 
Emissivity 0.85 0.9 0.9 0.9 

Specific Heat  

Capacity [
𝑱

𝒌𝒈 𝑲
] 

754 1005 650 1005 

Thermal  

Conductivity [
𝑾

𝒎 𝑲
] 

0.85 0.91 0.5 1.75 

Density [
𝒌𝒈

𝒎³
] 1800 1700 1500 2400 

 
The most striking difference exists in the design of the 
LCZ morphologies (Fig. 4). In contrast to the uniform 
layout of the Standard LCZ tiles, the Sao Paulo specific 
LCZs feature several instead of two single buildings 
and are digitized with increased heights. They also 
depict the high amount of impervious areas for the LCZ 
tiles 1-3 and increased vegetation in LCZ tiles 4-6. The 
tree distribution is quite heterogeneous, thus leading 
to slightly lower self-similarity.  
 

 
Figure 4: Representation of the site-specific LCZ tiles 1-6 

 
All 6 user-defined morphologies correspond to real 
urban blocks, which were digitized using aerial 
photography. Thereby, the building shapes became 
very complex and detailed. Complex structures may 
negate one of the main advantages of WUDAPT2ENVI-
met: gridding in coarse resolutions with little 
distortion. However, the site-specific LCZ tiles need 
specifications to set themselves apart from the 
standard ones. Thus, a tradeoff should be achieved 
between the homogenous Standard LCZ tiles and the 
heterogeneous and complex site-specific LCZ tiles. 
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3. PROPERTIES OF THE CASE STUDY 
To examine, whether the Standard LCZ tiles are 
sufficient to represent the urban morphologies in a 
specific metropolitan region, the case study area Sao 
Paulo was digitized in three versions. The first and 
second model area derive from the WUDAPT2ENVI-
met tool using the Standard and site-specific LCZ tiles, 
respectively. The third model area consists of the 
actual city morphology originating from 
OpenStreetMap data. 
 
3.1 Case study area 
Because the metropolitan region of Sao Paulo covers 
around 8000 km2 [5], only a small part can be extracted 
and simulated. Since the subset represents an 
application example of WUDAPT data, the subset 
should show as many different LCZs in a recognizable 
morphology as possible. 
 

 
Figure 5: Presentation of the LCZC subset with the 
corresponding color code [6] 

 
The chosen subset area is located in the city's west in 
a district called 'Pinheiros'. The UTM coordinates of 
the top left corner are X: 325853, Y: 7393472, UTM 
zone 23K (Fig. 5). 
The horizontal dimensions are 2220 m in X direction 
and 1420 m in Y direction. The subset area is gridded 
in 5 m horizontal resolution resulting in a model area 
of 444 x 284 grids. This size and resolution offers a 
good tradeoff between short simulation durations and 
relatively high resolutions with little to no gridding 
distortion (Fig. 6). 
 

 
Figure 6: 3D view of the exported model area in ENVI-met’s 
raster editor Spaces; translated with Standard LCZ tiles, 
gridded in 5 m horizontal resolution, view direction 230° 

 
Buildings of the site-specific LCZ tiles consist of the Sao 
Paulo specific brick wall [B4] and the roof [CS]. The first 
6 urban LCZ classes are replaced by the site-specific 
LCZ tiles, the other classes are still represented by 
Standard LCZ tiles, although they also feature newly 
created specific building materials. Soil profiles and 
trees of the residual Standard LCZ tiles still contain 
their standard definitions. 
The model area's appearance changed considerably 
with the utilization of site-specific LCZ tiles because of 
the more complex building morphologies. The Open 
LCZ tiles consist of several single buildings instead of 
one or two large ones. LCZ 3, which covers most of the 
subset center, is digitized with no or only small 
building gaps resulting in compact building 
morphologies when gridded in coarse resolution. 
Due to the adapted morphologies and materials in the 
site-specific LCZ tiles, it is to be expected that the 
results of both WUDAPT-based simulations vary. 
Furthermore, the contrast between different LCZ 
classes might be more pronounced in the site-specific 
than in the standard versions of the case study area 
due to their comparatively more heterogeneous 
appearance. 
In order to evaluate the quality which can be achieved 
by replacing the Standard LCZ tiles with site-specific 
LCZ tiles, the same area was again digitized, this time 
using the actual city morphology including vegetation, 
building structures and surfaces. It is to be expected 
that the simulation results using the actual city 
morphology represent the microclimatic conditions of 
the case study area with the highest accuracy. Since 
the site-specific LCZ tiles match the actual city more 
precisely, it can be assumed that these results are at 
least more accurate, i.e. closer to the actual scenario, 
than the Standard LCZ tiles. 
In order to test this hypothesis, the differences in the 
model outputs between Standard LCZ tiles and actual 
morphology are compared against the differences 
between site-specific LCZ tiles and actual building 
morphology. A lower difference between site-specific 
LCZ tile and actual morphology simulation results than 
between Standard LCZ tile and actual morphology 
simulation results should then indicate the quality of 
improvement caused by the usage of the site-specific 
LCZ tiles. 
 
3.2 General simulation properties 
General properties and meteorological conditions are 
set equally for all simulations to ensure that 
discrepancies are caused by the morphology of the 
model area. The simulation time covers 24 hours, 
starting at 07:00 on December 10th 2017 in order to 
simulate a warm summer day. The meteorological 
boundary conditions of wind speed, wind direction, 
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temperature, and humidity derive from climatic 
average values for Sao Paulo in December [7]. 
Wind speed is specified as 1.5 m/s in 10 m height 
coming from 135°. Diurnal cycles of air temperature 
and relative humidity are provided as boundary 
conditions using Simple Forcing (Fig. 7). Additionally, 
constant parameters are set for temperature and 
relative humidity in every soil layer: 293 K and 85 %. 
 

 
Figure 7: Linear interpolation of the Simple Forcing values 
used in the case study 

 
4. RESULTS 
At first, simulation results using the standard 
translation method are compared against the 
simulation, which uses the site-specific LCZ tiles for the 
WUDAPT2ENVI-met translation. Those site-specific 
LCZ tile simulation results are then compared against 
the run with actual morphologies, which is assumed to 
fit the microclimate best. In a last step, air 
temperature values of all three simulations, averaged 
over the whole model area, are compared in order to 
evaluate the quality of improvement achieved by the 
use of site-specific LCZ tiles. 
 

 
Figure 8: XY Cut in 1.75 m height of the comparison between 
the Sao Paulo subset simulations using Standard LCZ tiles and 
the simulation using site-specific LCZ tiles at 13:00 

 
Fig. 8 shows a difference map of Standard and site-
specific LCZ tile simulation including the site-specific 
building morphologies in 1.75 m height. The x/y cut in 
1.75 m height is chosen because of its relevance for 
human beings as it represents the air temperature at 
face level. Colors indicate the absolute air temperature 
difference in 1.75 m height between Standard and 
site-specific LCZ tile simulation. Due to the varying 
building distribution and appearance depending on 

the LCZ origin, the result map contains several white 
areas. These are areas, where Standard LCZ tile 
buildings are located and thus cannot be accounted for 
air temperature comparison. The utilization of site-
specific LCZ tiles led to an air temperature decrease of 
up to 2.2 K near the compact subset center (Fig. 8), 
which is caused by shading of the generally higher 
building morphologies. 
The difference map in Fig. 9 features the actual 
building morphology. Colors indicate the absolute air 
temperature difference in 1.75 m height between the 
results of the site-specific run and the actual 
morphology simulation. Again, the white rectangular 
areas, which show no difference in air temperature, 
are caused by buildings being placed in the site-
specific simulation, thus neglecting a direct 
comparison in these places. Large asphalts streets of 
the actual morphology simulation feature around 3 K 
hotter air temperatures compared with the riverside 
or shaded areas of the site-specific LCZ tile simulation. 
In general, however, the model area of actual 
morphologies shows cooler temperatures due to a 
higher amount of shading caused by more and higher 
buildings as well as narrower streets. 
 

 
Figure 9: XY Cut in 1.75 m height of the comparison between 
the Sao Paulo subset simulations using site-specific LCZ tiles 
and the simulation using actual morphologies at 13:00 
 

In order to evaluate the increase in accuracy due to the 
introduction of site-specific LCZ tiles, the air 
temperature values of all atmosphere cells in 1.75 m 
height were averaged for every timestep. 
 

 
Figure 10: Root Mean Square Error values comparing the 
simulations using Standard/site-specific LCZ tiles and actual 
morphologies 
 

Using the Root Mean Square Error (RMSE) of these 
averaged air temperature values, the effect of site-
specific LCZ tiles is evaluated by examining the 
difference between the simulations. The RMSE value 
between Standard and Actual (less than 0.7 K) shows a 
low difference of absolute values in general. The 
relatively small discrepancies might be caused by the 
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exchange of only 6 site-specific LCZ tiles. The largest 
difference occurs between the simulation with 
Standard LCZ tiles and actual morphologies (0.641), 
while smaller variation occur between Standard and 
site-specific LCZ tiles (0.342) as well as between site-
specific LCZ tiles and actual morphologies (0.406) (Fig. 
10). 
Since RSME is based on squared values, the deviation 
can be both, positive or negative. In order to point out 
the deviation, averaged air temperature values are 
displayed in a diagram (Fig. 11). The curves’ 
progression is quite similar, which is validated by R-
squared values of more than 0.99 between the 
averaged values. Mainly during daytime, the site-
specific LCZ tiles fit the air temperature values of the 
actual morphologies better than the Standard LCZ tile 
simulation. Thus, the results of the site-specific 
simulation do not only feature a lower RMSE with the 
actual morphology simulation but also approach the 
results more precisely with cooler temperatures in 
general. During nighttime, however, both WUDAPT 
based simulations are much warmer than the actual 
morphology simulation. 
 

 
Figure 11: Linear interpolation of the averaged air 
temperature values of all atmosphere cells in 1.75 m height 
per timestep for every simulation 

 
5. DISCUSSION & OUTLOOK 
By introducing user-generated, site-specific LCZ tiles 
into WUDAPT2ENVI-met, the inevitable error of a 
wrong translation of recognized urban morphology 
types into predefined Standard LCZ tiles can be 
reduced. As shown in this small case study, the lower 
RSME value of the averaged air temperatures between 
site-specific LCZ tile and actual morphology simulation 
and the approach in curves’ progression, corroborate 
the importance of using site-specific instead of 
Standard LCZ tiles. 
The comparison of the simulation results shows that 
specific adaptations concerning appearance and 
composition of LCZ tiles influence the simulation 
results. However, the quality of improvement, which is 
gained by using site-specific instead of Standard LCZ 
tiles, is smaller than expected, thus requiring a 
thorough estimation of effort and benefit. Hence, 

more case studies comparing the three model area 
topologies are needed in order to examine the 
possible benefits of using site-specific versus Standard 
LCZ tiles. 
In addition, modifying and exchanging LCZ tiles allows 
to manually add specific structures, elements, and 
materials to intentionally alter the microclimatic 
effects of the LCZ tile and the surrounding area. A use 
case might be façade greening or increased tree 
numbers to mitigate local hotspots of large area 
simulation results. Thus, the effect of mitigating 
strategies tackling the challenges of the Urban Heat 
Island Effect can be analyzed on city-scale level. Range 
and strength of vegetation’s cooling effect can be 
examined by incorporating more vegetation or other 
mitigation strategies into Standard LCZ tiles. 
In a further step, the resulting city-scale simulation 
data might also be used to examine local hotspots by 
providing boundary conditions for ENVI-met’s newly 
developed nesting module. In these nested 
simulations, the model area can be analyzed in even 
higher resolutions, where the actual building and 
vegetation structure is used instead of the generalized 
LCZ tiles. 
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ABSTRACT: This research focuses on the thermal performance of Mongolian self-built houses within the capital 
city; Ulaanbaatar. The main aim was to optimize the thermal performance in terms of energy efficiency. Fieldwork 
in Mongolia and computer-based analyses were undertaken. The intention of the fieldwork was to a) visit a range 
of self-built houses and create a design interpretation of the typical Mongolian self-built house, and b) monitor 
the internal and external temperatures of one house for validating the computer model. The computer based study 
used Autodesk Ecotect software to model both the monitored and the typical design. Monitored data was 
statistically compared to simulated temperatures and mean internal temperatures inside the typical house were 
simulated. A parametric study was carried out to optimise the walls, floor and ceiling insulation to reduce the 
annual heating loads. The optimum insulation level for the external walls was found to be 300mm of expanded 
polystyrene on the outside of the walls. Infiltration rate was found to significantly affect the heating loads. The 
effect of several construction combinations were simulated and the best case scenario was found to reduce the 
total annual heating loads from 37,990 kW to 12,692 kW. 
KEYWORDS: Self-built houses, Energy, Heating loads, Monitoring, Computer simulation 

 
 

1. INTRODUCTION  
This paper presents a research project focusing on 
thermal performance of the Mongolian self-built 
houses within the capital city, Ulaanbaatar. In 
wintertime Ulaanbaatar has a severe pollution 
problem caused by smoke emitted from stoves used 
by around 216,000 households. Stoves use wood and 
coal due to the lack of other affordable cleaner options. 
Stove heated self-built houses using wood and coal [1] 
are usually detached houses that are poorly 
constructed [2]. Previous research into the energy 
efficiency of this type of houses in this part of the 
world is very limited. It is believed from the initial 
survey that the poor construction of these houses 
could be one of the main contributing factors to their 
poor thermal performance and thus the severe 
pollution problem in Ulaanbaatar. This work tried to 
investigate the opportunities of improving the 
situation using parametric analysis.  
Located between Russia and China, Mongolia has an 
extreme continental climate, with long cold winters 
and short hot summers. The average winter 
temperature in Ulaanbaatar is -20°C which makes it 
the coldest capital city in the world and heating is 
needed for eight months of the year [3]. 
Rapid migration across the country to urban areas, 
such as Ulaanbaatar, has significantly increased since 
the forming of the independent Mongolian state in the 
early 1990’s [4]. In 2016, Ulaanbaatar was home to 

44% of the country’s population [8]. Such a high 
density further contributes to the pollution of the city. 
The centre of Ulaanbaatar is surrounded by unplanned 
settlements known as ‘ger districts’ which contain 
both what are known as gers (yurts) and self-built 
houses. These areas, connected to the electricity grid 
but not to a gas grid, lack basic water and sanitation 
infrastructure and are connected by just dirt roads [5]. 
So the occupants of the 216,000 households [6] in the 
ger districts are forced to burn coal and wood for 
cooking and heating [1] despite the high cost and in 
doing so they hugely pollute the air of the city. It is not 
uncommon for people to struggle to heat their homes 
sufficiently in winter, spending up to a staggering 40% 
of their income on fuel for heating [4]. A recent study 
by the World Bank found that the calculated exposure 
of Ulaanbaatar’s ger districts population of PM2.5 was 
“on average throughout the year, 10 times higher than 
the Mongolian Air Quality Standards and 6-7 times 
higher than the most lenient World Health 
Organization targets” [7]. 
Poor or lack of maintenance of existing buildings in the 
ger districts and low level of awareness mean thermal 
performance and energy efficiency of those buildings 
are extremely poor [8]. A previous study into the heat 
loss of Mongolian houses [2] investigated the building 
material and construction methods of 101 dwellings, 
and measured the infiltration rates inside 90 of those 
cases. It was found that most of the houses were not 
built to any basic building standards and as a 
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consequence they suffer from a very high level of heat 
loss and high rate of energy consumption. Air change 
per hour of 22ACH was found to be the most common 
among all the houses, and was said to account for 27% 
of the overall heat loss of the case studies. The average 
values for thermal resistance of the walls, floors and 
ceilings were 2-3 times lower than the Mongolian 
building standards at the time. It was clear from this 
study that the houses overall heat loss need to be 
reduced. 
 
2. RESEARCH AIMS AND METHODOLOGY 
The main aim of this research is to optimise the 
performance of the typical self-built Mongolian house 
in Ulaanbaatar in terms of energy efficiency. This was 
ascertained by four studies: a) preliminary study using 
a typo-morphological technique to establish the 
typical design of the Mongolian self-built house and 
the common materials used, b) field survey to further 
establish the typical house design, gain understanding 
of the case studies and collect data for the computer 
simulations, c) monitoring of the case study to collect 
data for modelling the thermal behaviour of one of the 
case studies for the purpose of model validation, and 
d) computer-based study that aims to model the 
monitored case study and the typical house to conduct 
a thermal simulation for model validation, and to 
perform a parametric analysis to optimise the 
performance of the typical house design in terms of 
energy efficiency.  
 
2.1 Preliminary study 
Thirty three photographs provided by two local online 
housing advertisement websites were examined. 
Houses were randomly chosen from the data bases of 
the agents: (www.ezar.mn) and (zarmedee.mn). 
Housing design and building materials were classified 
and recorded from the photos. Limitations of this 
study include inability to identify certain details such 
as the composition of the walls, presence of insulation, 
type of floor and number of rooms. 
 
2.2 Field survey 
Two representative ger district areas were chosen for 
the study, an inner area, and an area on the outskirts 
of the city. The first area was the closest ger district to 
the city centre and is known as ‘Gandan’. The second 
area was the ‘Chingeltei’ area which is a ger district 
area approximately 7km to the north of the city centre.  
In total 16 houses were entered and surveyed. Data 
about each case were collected through a combination 
of conversations with the occupants, observation, 
inspection and measurement. The exterior and the 
interiors of the houses were methodologically 
photographed and the surrounding landscape or 
structures photographed where necessary. 

By collecting and analysing the field data, the typical 
design of the self-built house was established. To 
estimate the typical house design in the wider context 
of Ulaanbaatar, walking surveys of the two study areas 
were undertaken and aerial photos were used to 
compare buildings. Using this method, the number 
and type of houses in the study areas were determined. 
The typical house design details were established by 
measuring the frequency of each building element in 
the case study houses, and by using average values. 
 
2.3 Monitoring of a case study 
One house in the Chingeltei area (fig. 1) was chosen for 
thermal monitoring in order to understand the 
thermal behaviour of a representative case study over 
an extended period of time. Collection of the 
monitored data was also necessary for use in the 
computer based study undertaken later. Both indoor 
and outdoor temperatures were collected for a period 
of 24 days, from the 20th June to 14th July 2012; the 
hottest period of the year. 
 

 
Figure 61: The monitored case study house. 

 
Aiming to get a good representation of the overall 
internal temperature four temperature and humidity 
HOBO data loggers were used, each with additional 
sensors. The data loggers were placed in two main 
locations inside the case study; two in the living room 
and two in the kitchen (fig. 2). The data loggers were 
installed at the seated head height, and the sensors 
were installed at the feet height to gain a better 
understanding about the thermal comfort inside the 
spaces. The occupants were asked to press a button on 
the data logger if a fire was lit to mark the incident. 
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Figure 62: Plan of the monitored case study with location of 
data loggers and sensors. (Note: Not to scale) 

 
2.4 Computer based study 
The computer based study consisted of two main parts. 
The first involved building a model of the monitored 
case study, running a thermal simulation and 
validating the results with the monitored indoor data. 
The second part of the study was to create a model of 
the typical house, as established by the field survey, 
and use the model to undertake a parametric analysis 
to optimise the design of the house in terms of energy 
efficiency.  
Part one: Each building element is added individually 
to the Ecotect model to the desired dimensions, and 
the material composition specified. After building a 
computer model of the monitored case study a 
thermal analysis was carried out. The recorded 
outdoor temperatures, from the monitored house, 
were used to create a weather file used in the model 
to simulate the internal temperatures over the entire 
year. In order to validate the model, the simulated 
results were statistically compared to the monitored 
data. A two-sample t-test was used to compare the 
simulated and monitored data, using a significance 
level of 0.01. In addition to the model validation, a 
sensitivity test was undertaken on the model to 
understand the limitations of the model. This involved 
changing several parameters one at a time by a small 
increment. Variables changed were occupancy level, 
activity level, sensible gains, air infiltration rate, 
clothing level, wind sensitivity, lighting level, humidity 
and air speed. 
Part two: This included a parametric analysis to find 
the optimum combination of passive measures that 
would lead to the lowest heating load. This involved 
improving the thermal properties of the walls, floor 
and ceiling. Using the information collected from the 
field survey, an interpretation of the typical house was 
assumed and a representative model was constructed 
in Ecotect using the construction details of the houses 
as built. Using a TMY weather file for Ulaanbaatar, 
heating loads of the base case were simulated for the 

whole year. The thermostat upper limit was set to 26°C 
and the lower limit was set to 18°C. Variable 
parameters were changed and the resulting simulated 
heating loads were recorded. Internal and external 
wall insulation, insulation above and below the floor, 
and roof insulation were changed at 10mm intervals. 
Thermal lag of internal and external walls was changed 
in one hour increments. The simulated heating loads 
were recorded after each change of variable. 
 
3. RESULTS AND DISCUSSION 
3.1 Preliminary study  
Results from the preliminary study showed the 
common materials and the common building types 
used in Ulaanbaatar. Four main house types were 
established as follows: Type 1: Single storey, Type 2: 
Single storey house with an attic room, Type 3: Basic 
two storey, and Type 4: Elaborate two storey house. 
Examples of each house type can be seen in figure 3. 
The most common house type was found to be type 1; 
the single storey house.  
 

 
Figure 63: The four main house types. 

 
Roofing materials identified were corrugated metal 
sheets, flat metal sheets, black tar paper and fibre 
cement roofing. External wall materials identified 
were clay render, with or without a lime finish, cement 
render, brick, stacked wood logs and weatherboard. 
The stacked wood appeared in two forms, cut square 
or left as round logs. Several houses had adjoining 
structures, identified as a garage, porch, shed or 
extension.  
 
3.2 Field survey 
Corroborating the results of the preliminary study, the 
fieldwork indicated that house type one was the most 
common type. The walking survey of the two study 
areas, examining the aerial pictures, also confirmed 
this. In the two study areas a house of each of the four 
types identified by the preliminary study were 
selected for a visit. In addition, as Type one was 
established as the most common type, it was decided 
another eight single storey houses should be visited to 
ensure sufficient data was available for the typo-
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morphological analysis. Out of the 16 houses visited, 
seven were in the Gandan area, and nine were in the 
Chingeltei area. The shed category identified in the 
preliminary study was dismissed, as no structure with 
this function was found. 
In all houses the internal space was split into rooms or 
defined spaces. Almost all houses followed the same 
basic planning, with the chimney in the centre. The 
exceptions to this were the two elaborate two storey 
buildings (type 4), as these were both heated by 
radiators. The form and internal layout of the houses 
is therefore influenced by the type of heating, with a 
central heating system giving more freedom to use 
complex internal planning. The central heating is 
either powered by a coal fired boiler or electricity. In 
some cases, houses that meet the current building 
regulations in the central parts of the city are 
connected to a district heating network [9]. 
81% of the houses use some kind of material as roof 
insulation. Older houses used stove ash, sawdust or 
earth. Only two types of materials intended for use as 
insulation were found, expanded polystyrene and 
glass wool, and these were mainly used in newer 
houses. The most frequently used roof insulation was 
ash, followed by expanded polystyrene and glass wool. 
44% of the houses visited were built of timber and clay 
plaster. The most frequent number of rooms was two. 
The most frequent house area found was between 50 
and 54m2, with dimensions of the three houses being 
10x5m, 10x5m and 9x6m. Consequently it was decided 
to use the dimensions 10x5m to represent the typical 
house.  
By far the most common roofing material was metal. 
The majority of both the entrance doors and inside 
doors were timber. Although timber framed windows 
were common, especially in older houses, the most 
frequently used type of windows were uPVC double 
glazed windows with a vacuum between the glass 
panes. The dimensions of the windows of the typical 
house, 0.8m x 1.2m, were taken as an average of all 
the case study window dimensions. It was found that 
the self-built house typically has three south facing 
windows and one east facing window and no north or 
west facing window.  
Around 63% of the houses had the entrance doors 
facing south, and 88% of the houses had an entrance 
porch. An equal number of houses faced both south 
and south-east and for this reason the typical house 
orientation was chosen to be in the middle as a 
compromise, south-south east. The two main kinds of 
floor were a suspended wooden floor and concrete 
slab. 
81% of the houses used a wood burning stove and 
chimney as the main source of heating. Table 1 gives 
the specifications of the typical house as determined 
from the analysis of the field survey data.  
 

Table 1: The specifications of the typical house elements. 

House element Specification 

House type Type 1: Single storey house 
Main wall material Wooden planks and clay plaster 
Number of rooms 2 rooms 
Ground floor dimensions 10m x5m  
Floor Suspended wooden floor 
Ceiling Suspended ash insulated  
Roof Metal sheet roofing 
Entrance doors Wooden framed doors 
Internal door Wooden 
Heating type Stove and masonry chimney 
Orientation S-SE (10m side) 
Window dimension 800mm x1200mm 
Entrance porch South side entrance porch 
Number and orientation 
of windows 

4 windows; 3 south facing and 
1 east facing 

Type of windows uPVC double glazed 

 

3.3 Case study monitoring 
Indoor and outdoor temperatures were monitored for 
24 days (fig. 4). The results from the data loggers did 
not log any incident of fire use, therefore it was 
assumed that no fire was lit. 
 

 
Figure 64: Monitored indoor and outdoor data as collected 
from the case study. 

 
3.4 Computer-based study 
The computer-based study was conducted in two parts. 
In part one the geometry of the case study model (fig. 
5) was created using the fieldwork data collected. The 
house was split into five thermal zones; living room, 
kitchen, porch, storage and roof zone. 
 

 
Figure 5: The Ecotect model of the monitored case study. 
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New materials for Ecotect were created for this work 
as there were no pre-programmed materials that 
fitted the Mongolian materials in the software 
material database. The new u-values, admittance and 
other properties were automatically updated, with the 
exception of thermal lag which was changed manually. 
The walls of the case study house were constructed 
from timber with diagonally latticed laths covered in a 
layer of clay. In the model, this was created as a layer 
of timber between two layers of alluvial clay. The case 
study house had stove ash as insulation above the 
ceiling. Earth was used in the model as a replacement. 
No topography, surrounding structures or trees were 
simulated so the house was assumed to have no 
overshadowing. An occupancy schedule was created 
for the case study and applied to the kitchen and living 
room zones. For the storage and porch zones the 
occupancy was set to zero. Table 2 shows the building 
elements of the case study house. 
 
Table 2: Case study elements and their properties. 

House 
Element 

Description 

Walls 100mm wood + 50mm clay plaster on 
both sides 

Living room 
floor 

Carpeted suspended timber floor with 
a 200mm air gap 

Ceilings Framed fibreboard, wood and 50mm 
earth layer on top 

Kitchen, 
porch, and 
storage floors 

Suspended timber floor with a 200mm 
air gap, covered with linoleum 

Doors 40mm solid pine 
Windows Single glazed, timber frame 
Roof Wood and tar paper 
Porch/storage 
walls 

Timber with fibreboard panels on the 
inside 

Porch/storage 
roof 

Tar paper with fibreboard panels on 
the inside 

Internal wall Framed fibreboard partition 
Chimney Brick plaster partition 
Other 2 lights: incandescent bulbs, 140L 

fridge-freezer, computer and TV 

 
An Ecotect weather file was created using the 
monitored outdoor data. As the outside data was only 
recorded for 24 days, when the weather file for the 
whole year was created the remaining days of the year 
were filled with the monthly means to give better 
accuracy. Monthly means were obtained from the 
Ulaanbaatar airport weather station. This data 
included temperatures, wind speed and precipitation.  
After the initial thermal analysis of the case study 
model, the simulated data was significantly different 
to the monitored data. To address this problem, some 
aspects of the model were modified and the analysis 
was repeated. Despite changing the u-values of the 
walls, floor, windows and roof, the data remained 
significantly different. Only when the fridge was 

turned off and the sensible gains were set to 1, was the 
simulated data not significantly different from the 
monitored data.  
A sensitivity test was conducted. The most notable 
issue from this test was the effect of air infiltration. 
The standard deviation of the data increased 
significantly after reaching 4 ACH, indicating possible 
error in the results. 
In part two of this study, the typical house model was 
constructed in Ecotect (fig. 6). Many of the materials 
created for the case study were also used for the 
typical house. The typical house had four zones; Living 
room, kitchen, porch and roof zone. 
 

 
Figure 6: The typical house Ecotect model. 

 
The TMY weather file for Ulaanbaatar used for the 
analysis of the typical house was obtained from the U.S 
department of energy. “Heating only” was the chosen 
heating mode. The maximum and minimum 
temperature of each zone was set. In the model, the 
kitchen and living room zones were set to heating only. 
It was decided not to use any appliances in the typical 
house, because the validation of the previous model 
had highlighted some problems with the heat from 
appliances when applied to the model. This requires 
further investigation by future research. The only two 
types of insulation used in reality are expanded 
polystyrene and glass wool. As Ecotect did not have a 
specific glass wool material, expanded polystyrene 
was used. It was thought best to initially keep the 
thermal lag constant to avoid another variable affect 
the results. Three hours was chosen as the value to 
represent the thermal lag while the other variables 
were incrementally changed. 
Simulations expectedly showed that change in the 
thickness of insulation in the walls, ceiling and floor, 
reduces the annual heating loads. However, the 
decrease in heating loads for the first 10mm of 
insulation was most pronounced for the walls and 
ceiling insulation and less so for the floor insulation. 
The effect of the position of insulation in the walls and 
floors was tested. The effect of wall insulation position, 
inside or outside the walls was examined, and the 
insulation above and below the floor was tested. There 
was little difference in heating loads for the different 
location of insulation in the floor. However, there was 
a greater reduction in heating loads due to wall 
insulation being on the outside of the walls. For 10mm 
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of insulation on the outside of the walls the heating 
loads were reduced by 12,6734W when compared to 
insulation on the inside. For 300mm of outside 
insulation, when compared to the same insulation 
inside, the difference was reduced to 594W. The effect 
of thermal lag was tested by calculating the heating 
loads for different thicknesses of insulation with a 0 
and 12 hour lag. The difference in annual heating loads 
between the material with 0 lag and a 12 hour lag was 
168kW. The cut-off for the effectiveness of additional 
insulation was approximately 300mm for the walls, 
190mm for the ceiling and 200mm for the floor. When 
these values were chosen for the best case house in 
addition to a 12 hour thermal lag, it was possible to 
reduce annual heating loads from 37,990kW to 
28,021kW, a reduction of 9,969kW.  
The air infiltration rate of the typical house was 
assumed to be leaky. By reducing the air infiltration 
from 2 ACH to 0.5 ACH, the annual heating load was 
reduced again by 15,106kW. This suggested that the 
air infiltration is as important as insulation, if not more 
important, to reducing heat loss.  
The best case scenario used 300mm of expanded 
polystyrene insulation for the walls, 200mm for the 
floor and 190mm for the ceiling, in addition to a 12 
hour thermal lag and an air infiltration rate of 0.5ACH. 
This best case found a reduction in total annual 
heating loads from 37,990kW to 12,692 kW. 
 
4. CONCLUSION 
This research was concerned with enhancing the 
energy efficiency of the self-built houses of the 
Mongolian capital; Ulaanbaatar. It was found that all 
the self-built houses from the two ger districts 
included in this study were poorly constructed and this 
expectedly negatively affects their energy efficiency. It 
also means that large quantities of wood and coal - the 
two most widely used fuels there - are burned in large 
quantities every winter for heating, increasing the 
levels of air pollution to world record levels.  
A parametric study was carried out to optimise a 
number of passive measures to reduce energy 
consumption. Overall, the optimisation as detailed in 
the results successfully reduced the annual heating 
loads by 25,298kW. If these findings were applied to 
the real situation in Mongolia there would be many 
benefits in terms of the energy efficiency of the houses, 
the economy of the struggling families and air quality 
of the city.  
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ABSTRACT: Observed global warming trends undermine the conventional practice of using historic weather files, 
such as Typical Meteorological Year (TMY), to predict building performance during the design process. In order to 
limit adverse impacts such as improperly sized mechanical equipment or thermal discomfort, it is important to 
consider how the building will perform in the future. Like all passive design strategies, natural ventilation, relies 
on local climate to be effective in improving building performance. This paper combines future weather files with 
whole building energy simulations to assess the sensitivity and feasibility of natural ventilation in providing 
thermal comfort in three locations, representing different climate types. The results show how building 
performance, as measured by thermal comfort metrics, changes over time. Natural ventilation can provide a buffer 
against warming climate, but only to a certain extent. Future weather files are useful for identifying where and 
when there is a risk that an exclusively passive design is no longer possible. 
KEYWORDS: Natural Ventilation, Climate Change, Thermal Comfort, Simulation 

 
 

1. INTRODUCTION  
Weather is a significant predictor of building thermal 
performance as it relates directly to heating and 
cooling loads. Since weather for a given location can 
vary significantly from year-to-year, designers 
commonly use synthetic weather files, such as Typical 
Meteorological Year (TMY), to predict building 
performance. These files aggregate historic values for 
key weather parameters such as temperature, so that 
the model prediction reflects long-term performance. 
However, observed global warming trends undermine 
the validity of this practice. 
The ASHRAE Handbook of Fundamentals 2013 reports 
increases in design day temperatures and cooling 
degree-days and decreases in heating degree-days 
over 30 years of historical weather data over all 
ASHRAE locations [1]. Weather files based solely on 
aggregating historic weather data do not capture 
these long-term trends, which can have significant 
design implications. 
Future weather files can equip designers to consider 
the impact of climate change on building performance. 
These files transform existing weather files to reflect 
the changes predicted by global or regional climate 
models. Inserting the new future weather files into 
building performance simulations can show changes in 
predicted heating and cooling loads, energy 
consumption, thermal comfort, and other 
performance metrics used to quantitatively compare 
design options.  
Passive design strategies, by definition, take 
advantage of the local climate to reduce or eliminate 
the need for auxiliary heating and/or cooling in a 
building. Climatic changes over the lifetime of the 
building can thereby influence the efficacy of passive 

design strategies and result in improperly sized 
ancillary mechanical equipment and, if unresolved, 
large numbers of discomfort hours.  
This paper focuses on natural ventilation, which relies 
on pressure differences to move fresh air through 
openings, such as windows, through the building. 
Pressure differences can arise from wind or the 
difference between interior and exterior temperature 
and relative humidity. This paper uses building energy 
simulation to assess natural ventilation effectiveness 
in a specific building. 
While natural ventilation offers a number of benefits, 
we concentrate on its potential as a passive cooling 
strategy in lieu of any mechanical cooling. We evaluate 
occupant comfort metrics with and without natural 
ventilation using present and future weather files. The 
goal is inform designers of where and when this 
strategy will remain effective over the lifetime of the 
building, even as the climate changes.  
 
2. METHODOLOGY 
We set up a parametric study to consider the impact 
of natural ventilation, climate change scenario, and 
future year on building performance for three 
locations in the continental United States, represented 
by Miami, FL, Boston, MA, and San Francisco, CA. The 
Köppen–Geiger system classifies these cities as 
tropical, continental, and temperate and the 
International Energy Conservation Code (IECC) 
classifies them as climate zones 1A, 5A, and 3C 
respectively [2-3].  
We chose to model a residential building because 
passive design strategies are generally most effective 
for buildings with low internal heat gains. The Pacific 
Northwest National Laboratory’s (PNNL) residential 
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single-family EnergyPlus prototype model with a slab 
foundation and gas furnace heating serves as the base 
building for each climate [4]. Table 1 summarizes the 
prescriptive code requirements from Table R402.1.3 in 
IECC 2012 and represents physical characteristics of 

the PNNL model in each climate [4]. The PNNL model 
contains two thermal zones: 1) a living unit that spans 
two-stories and is 223 m2 and 2) an unconditioned 
attic that is 111 m2. The living unit contains a single 
window per floor and per elevation. On the north and 
south elevations, the window-to-wall ratio is 13% 
while that on the east and west elevations is 15%.  
We modified the PNNL energy models to add natural 
ventilation, turn off mechanical cooling, and adjust the 
heating set point to 18°C in accordance with the lower 
limit of the adaptive thermal comfort model. For each 
iteration, we ran an annual simulation in EnergyPlus v. 
8.9.0 to calculate the living unit’s hourly mean air 
temperature (MAT), mean radiant temperature (MRT), 
and ventilation air change rate [5].  From the 
simulation outputs and weather file, we calculated 
thermal comfort performance.  
The subsequent sections detail how we modelled 
future weather, natural ventilation, and thermal 
comfort for this study.  
 
2.1 Future Weather 
For a given location, we compared the results using the 
TMY3 weather file and a future weather file from 
WeatherShiftTM v. 2.0 [6]. We bookended our analysis 
with an upper and lower bound for the emission 
scenario and the warming percentile.  
Representative Concentration Pathways (RCP) is a 
framework adapted by the IPCC to express four 
trajectories of future GHG emissions, each with 
different socio-economic assumptions. The RCP 
number refers to radiative forcing in W/m2 in the year 
2100, with lower numbers representing a smaller 
increase in greenhouse gas emissions. This research 
considers RCP 4.5 as a lower bound and RCP 8.5 as an 
upper bound for greenhouse gas emissions, which are 
the two options available from WeatherShift. 
Warming percentile captures uncertainty in how GHG 
emissions affect meteorological systems and the 
resulting weather parameter prediction. This study 
considers the 10th and 95th percentiles as a lower and 
upper bound respectively for the warming percentile, 

which are the minimum and maximum warming 
percentile available from WeatherShift. The 
combination of RCP 4.5 and 10th percentile warming 
forms a lower bound and RCP 8.5 and 95th percentile 
warming forms an upper bound for future weather 

due to climate change. The most 
recent generation of TMY 
weather files, TMY3, uses 
historical data from 1991-2005, 
and represents the present. We 
evaluate the results for three 
future time-periods terminating 
in 2045, 2075, and 2099. 
 
2.2 Natural Ventilation 

We modelled natural ventilation using simplified 
ventilation calculations in EnergyPlus’s Wind and Stack 
Open Area model, in which we only considered wind-
driven natural ventilation. EnergyPlus calculates the 
ventilation rate according to Equation (1).  
 

𝑸𝒘 = 𝑪𝒘𝑨𝒐𝒑𝒆 𝒊 𝒈𝑭𝒔𝒄𝒉𝒆𝒅𝒖𝒍𝒆  (1) 

 
Where 𝑄𝑤  is the volumetric air flow rate driven by 
wind (m3/s); 𝐶𝑤  is the opening effectiveness 
calculated from the window orientation and wind 
direction and defined as 0.3 for diagonal winds and 
0.55 for perpendicular winds (EnergyPlus interpolates 
values for angles in between); 𝐴 𝑝𝑒𝑛𝑖𝑛𝑔 is the opening 

area (m2); and 𝐹𝑠𝑐ℎ𝑒𝑑 𝑙𝑒  is the opening area fraction, 
which is set by the occupancy schedule and 
temperature controls;   is local wind speed (m/s).  
𝐴 𝑝𝑒𝑛𝑖𝑛𝑔 is 50% of the total window area for the case 

with natural ventilation, and 0% for the case without 
natural ventilation. 𝐹𝑠𝑐ℎ𝑒𝑑 𝑙𝑒  is set from occupancy 
and temperature controls,  both of which must be 
satisfied for the window to open. The PNNL base 
energy model defines hourly fractional occupancy per 
day. We considered hours with at least one person in 
the thermal zone as occupied.  
For temperature controls related to window opening, 
we set the minimum interior and exterior temperature 
to 18°C based on the minimum comfortable 
temperature in the adaptive comfort model. We set 
the minimum temperature difference between 
interior and exterior temperature as 3°C based on 
CIBSE AM 10 Natural Ventilation in Non-Domestic 
Buildings, which states that the cooling effect is very 
small for interior-exterior temperature differences 
less than 3 K (i.e. 3°C) even for high ventilation rates 
[7]. Since there is no mechanical cooling available, we 
set the maximum interior and exterior temperature to 
the EnergyPlus maximum for this parameter. To 
summarize, 𝐹𝑠𝑐ℎ𝑒𝑑 𝑙𝑒  is 1 as long as the zone is 
occupied, the interior and exterior temperatures are 
both greater than 18°C, and the interior temperature 

Table 1: IECC 2012 prescriptive code requirements for building envelope by location 

Location Fenestration SHGC 

U-Factor (Btu/hr-sf-°F) 

Fenestration Ceiling Frame Wall Floor 

Miami 0.25 NR1 0.035 0.082 0.064 

Boston NR2 0.32 0.026 0.026 0.033 

San Francisco 0.25 0.35 0.030 0.057 0.047 

NR: No requirement per IECC 2012 prescriptive code 
1 Miami fenestration U-Factor modelled as 0.50 
2 Boston fenestration SHGC modelled as 0.39 
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is at least 3°C warmer than the exterior temperature.  
Otherwise 𝐹𝑠𝑐ℎ𝑒𝑑 𝑙𝑒  is 0. Our assumptions for 
𝐹𝑠𝑐ℎ𝑒𝑑 𝑙𝑒 are appropriate for daytime comfort cooling. 
 

2.3 Thermal Comfort 
Since there is no energy use related to mechanical 
cooling, we evaluated building performance based on 
design objectives related to thermal comfort: hours 
with 80% acceptability and exceedance metrics.  
Section 5.4 of ASHRAE Standard 55-2017 Thermal 
Environmental Conditions for Human Occupancy 
defines criteria for 80% acceptability [8]. We 
calculated the prevailing mean outdoor air 
temperature,  𝑝𝑚 , as the 30-day running average of 

the exterior dry bulb temperature (DBT) from the 
weather file. We calculated operative temperature,   , 
as the mean of the MAT and MRT, which is valid for air 
velocities less than 0.2 m/s [8]. We used Equation (2) 
to define temperature thresholds for 80% 
acceptability [9]. 
 

 𝑐 𝑚𝑓 𝑟𝑡 = 18.9 + 0.255 ×  𝑝𝑚  (2) 

  
Where  𝑐 𝑚𝑓 𝑟𝑡 is the optimum comfort temperature 

(°C) and  𝑝𝑚  is the prevailing mean outdoor 

temperature (°C). The design criteria for 80% 
acceptability is    within ± 3.5°C of  𝑐 𝑚𝑓 𝑟𝑡.  

We also calculated exceedance, but considered only 
warm discomfort since we are assessing the effects of 
natural ventilation as a cooling strategy.  In this regard, 
exceedance represents the percent of occupied hours 
when the operative temperature is warmer than the 
80% acceptability threshold (i.e. 20% discomfort). 
Equation (3) describes exceedance, 𝐸, mathematically 
[10].  
 

𝐸 = ∑
𝑛𝑖  if discomfort > 20%
0, if discomfort ≤ 20%

all hours

𝑖=0

∑ 𝑛𝑖

all hours

𝑖=0

⁄  (3) 

 
Where 𝑛𝑖  is the number of occupants in hour 𝑖, and 
discomfort  is the percent of people who are 
dissatisfied and is set to 20%, which complements the 
definition of 80% acceptability. European standard 
EN15251 recommends that no more than 5% of 
occupied hours fall outside of acceptable values for 
indoor environmental conditions, which serves as a 
rule of thumb for assessing exceedance [11].  
 
3. RESULTS AND DISCUSSION 
The following subsections describe results from the 
parametric study.  
 
3.1 Future Weather 
Before analysing changes in building performance, we 
compared weather parameters pertinent to natural 
ventilation in the present for each location, as well as 

how those weather parameters changed in the future 
based on WeatherShift’s morphing methodology. The 
climatic variables most relevant to natural ventilation 
performance are the exterior dry bulb temperature 
(DBT), relative humidity (RH), wind speed, and wind 
direction.  
Figure 1 shows the daily average exterior DBT in the 
present and the monthly change in exterior DBT 
relative to the present in 2099 for each study location. 
Looking first at present conditions, unsurprisingly from 
the Köppen–Geiger system classification, Miami is 
overall the warmest, Boston has extremely cold 
winters and hot summers, and San Francisco has mild 
temperatures year round.  

 
Figure 1: present day exterior drybulb temperature (DBT) and 
change in exterior DBT relative to the present in 2099 for 
each location. 
 

Predictions for the future suggest that all study 
locations experience a net warming, even for the 
lower bound climate change scenario. In Miami, the 
temperature increase is relatively constant 
throughout the year. In Boston and San Francisco, the 
temperature increase in the upper bound climate 
change scenario varies seasonally, with the largest 
increases occurring in the late summer and early fall. 
It is interesting to note that even though San Francisco 
is a relatively mild climate in comparison to Boston, 

the DBT increases predicted for the future are 
somewhat comparable for the summer, while Boston 
will experience more warming in the winter. We found 
that monthly average RH and wind speed did not 
change significantly and wind direction did not change 
under WeatherShift’s morphing methodology. 
Therefore, changes in exterior DBT drive the changes 
in building performance observed in subsequent 
sections.  
 
3.2 Natural Ventilation 
With regard to window opening, temperatures acts as 
both a driving force and a response variable. Changes 
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in exterior temperature affect when windows can 
open, but the act of opening a window also changes 
the interior temperature, which in turn affects the 
interior-exterior temperature difference, and may 
eventually lead to windows closing.  
In Figure 2, the upper graphs show the total number of 
hours windows were open per month in the present, 
and the lower graphs show the change in the number 
of “open” hours relative to the present in 2099 for 
each study location. The ventilation air change rate 
serves as a proxy simulation output to measure the 
window controls described in Section 2.2. We 
considered windows open when the living unit 
ventilation air change rate was greater than 0.25 air 
changes per hour, which is the baseline infiltration rate.  

 
Figure 2: Monthly present day window-opening hours and 
change in window-opening hours relative to the present in 
2099 for each location. 

 
In the present, windows open for about 200 hours per 
month year-round in Miami. In Boston, windows open 
for as much as 300 hours in the summer months, but 
substantially less at other times in the year. In San 
Francisco, windows open less than that in the other 
two locations, only a maximum of 50 hours per month, 
due to this location’s limited need for cooling.  
 In the future, in Miami, windows open for less time 
throughout the year than in the present under both 
climate scenarios. A notable exception is January, 
where window-opening hours increase. In Boston, in 
the spring and fall, window-opening hours increase 
relative to the present under both climate change 
scenarios. The increase in exterior DBT in the spring 
and fall results in more hours where the exterior DBT 
is greater 18°C, the minimum exterior temperature for 
windows to open in our controls. In the summer, 
window-opening hours increase in the lower bound 
climate change scenario, but decrease under the 
upper bound climate change scenario. Large increases 

in exterior DBT as predicted by the upper bound 
climate change scenario for the summer, make it 
harder to satisfy the condition of a minimum interior-
exterior temperature difference of 3°C. In San 
Francisco, window-opening hours increase relative to 
the present throughout the year under both climate 
change scenarios. In terms of magnitude, the largest 
change in window-opening hours occurs in San 
Francisco and the least in Miami. 
 
3.3 Thermal Comfort 
Figure 3 shows the number of hours per year within 
80% acceptability in all three locations with and 
without natural ventilation, with the x-axis 
representing time between the present and 2099. 

 
Figure 3: Annual 80% acceptability hours over time for the 
case with and without natural ventilation in each location.  
 

In all three locations, natural ventilation increases the 
number of hours within 80% acceptability relative to 
the case without natural ventilation (and no 
mechanical cooling), regardless of year. In the future, 
without natural ventilation, the number of thermally 
comfortable hours decreases over time in all three 
locations. With natural ventilation, the number of 
thermally comfortable hours decreases over time in 
Miami and Boston, where the outdoor climate is 
getting much warmer than the upper limit of the 
adaptive comfort zone, but stays relatively constant in 
temperate San Francisco.  
While Figure 3 shows the total number of thermally 
acceptable hours, it does not tell us anything about the 
magnitude of the deviations from comfort. Figure 4 
uses a density plot to show the distribution of the 
difference between    and  𝑐 𝑚𝑓 𝑟𝑡  for the present 

and 2099 under the lower and upper bound climate 
change scenario. A temperature difference of 0 on the 
x-axis means that    is the ideal comfort temperature 
from Equation (2). The design criteria for 80% 
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acceptability allows    to be ±  3.5°C of  𝑐 𝑚𝑓 𝑟𝑡 , 

marked as dashed lines in Figure 4. Therefore, the part 
of the curve falling within the dashed lines represents 
conditions of 80% acceptability. 

 
Figure 4: Distribution of   −  𝑐 𝑚𝑓 𝑟𝑡,   in each location for 

present and lower and upper bound climate chance scenarios 
in 2099. Limits for 80% acceptability included for reference.  

 
Looking first at the upper graphs for the present, in 
Miami, the distribution’s median is greater than 0 for 
both the case with and without natural ventilation, 
meaning that    tends to be warmer than 
 𝑐 𝑚𝑓 𝑟𝑡 most of the time, but in Boston and San 

Francisco, the distribution is centred closer to 0. In the 
present in San Francisco the case with and without 
natural ventilation is nearly identical because as we 
saw in Figure 2, windows are open for relatively few 
hours in comparison to Miami and Boston. For all 
locations, in the case without natural ventilation    is 
warmer, i.e. higher values for   −  𝑐 𝑚𝑓 𝑟𝑡,  

In all three locations, the distribution in 2099 under 
the lower bound climate change scenario is similar to 
that of the present. From Figure 1, in the lower bound 
climate change scenario, the monthly average 
temperature increase is 1-2°C. The adaptive comfort 
model,  𝑐 𝑚𝑓 𝑟𝑡 is a function of the prevailing outdoor 

mean temperature to account for behaviour 
adjustments by occupants, such as changing 
expectation. The distribution being similar in the 
present and in 2099 under the lower bound climate 
change scenario suggests that occupants can adjust to 
this level of warming, allowing the building to maintain 
a similar level of thermal comfort in the future. The 
ability to apply an adaptive comfort model can 
therefore contribute to the design’s overall resiliency. 
In 2099 at the upper bound climate change scenario, 
the distribution’s median for Miami increases relative 
to the present, i.e. the peaks shift to the right. In 
addition, there is less of a distinction between the case 

with and without natural ventilation. From Figure 2, 
we see that in Miami windows are open for fewer 
hours in the upper bound climate change scenario, so 
it follows that the two cases will have similar operative 
temperatures.  
In 2099 in Boston, the median of the distribution is 
similar to that in the present, but the variance 
increases, i.e. the peaks flatten. This is likely because, 
from Figure 2, in Boston windows are open more in the 
spring and fall, but less in the summer. Additionally 
from Figure 1, we see that in the upper bound climate 
change scenario, the temperature increase is greatest 
in the summer, which results in a large increase in the 
number of overheated hours, or when   −  𝑐 𝑚𝑓 𝑟𝑡 

is greater than +3.5°C.  
In San Francisco in the future, the case with natural 
ventilation has a lower variance than that of the 
present, i.e. the peak is taller and the spread is 
narrower. In the case without natural ventilation, the 
distribution biases towards higher temperature 
differences, but is still mostly within 80% acceptability.  
We can quantify the percentage of time that 
temperatures fall on the warm side of the 80% 
acceptability zone shown in Figure 4 by using the 
exceedance metric. Figure 5 shows the exceedance 
per year over time in all three locations with and 
without natural ventilation. We include the 5% 
threshold from EN15251 as a dashed line for reference. 

 
Figure 5: Annual exceedance over time for the case with and 
without natural ventilation in each location. Exceedance 
threshold of 5% from EN15251 included for reference.  
 

In all three locations, exceedance increases over time, 
and is lower for the case with natural ventilation. As 
observed with 80% acceptability in Miami and Boston, 
the difference between the case with and without 
natural ventilation shrinks over time. Larger increases 
in exterior DBT, particularly in the summer, result in 
fewer hours that windows can open, and so the case 
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with and without natural ventilation approach each 
other. In San Francisco, natural ventilation can keep 
exceedance below the 5% threshold through 2099, 
even for the upper bound climate chance scenario. In 
Boston, the lower bound climate change scenario has 
an annual exceedance of 5-7%, which is close to but 
does not satisfy EN15251.  
 
4. CONCLUSIONS 
In this paper, we used future weather files to compare 
thermal comfort performance over time with and 
without natural ventilation in three locations 
representing different climates. The results inform 
where and when natural ventilation will continue to be 
a viable strategy for passive cooling as the climate 
warms. 
For a tropical climate, like Miami, for the simplified 
building used in these simulations, natural ventilation 
cannot exclusively provide thermal comfort either in 
the present or in the future. While performance does 
improve with natural ventilation, this benefit shrinks 
as the climate warms and there are fewer hours when 
opening windows provides a cooling advantage. Even 
with a more climatic responsive building than the 
PNNL model, this future trend is likely to still be 
relevant. 
In a continental climate, like Boston, using natural 
ventilation exclusively for cooling is nearly possible in 
the lower bound climate change scenario, and maybe 
entirely possible in combination with other passive 
design strategies. However, in the upper bound 
climate change scenario, natural ventilation alone 
cannot achieve thermal comfort due to summertime 
overheating. In this scenario, while windows can open 
more frequently in the spring and fall, reduced 
opening hours in the summer offsets the overall 
passive cooling benefit.  
In a temperate climate, like San Francisco, it is possible 
to cool exclusively with natural ventilation. As the 
climate warms in the future, increased window-
opening hours provides sufficient cooling to maintain 
and even improve thermal comfort relative to the 
present.  
From this analysis, we find that using future rather 
than historical weather files may be less informative 
for natural ventilation design in a tropical climate like 
Miami, where it’s already a challenge to rely entirely 
on this passive strategy (again noting that this 
simulation was based on a fairly generic model and 
these results might change when simulating a more 
sophisticated design) present. However, future 
weather files are still important to ensure adequately 
sized mechanical cooling systems, given that the 
thermal comfort metrics clearly changed moving 
forward.  
In a continental climate like Boston, natural ventilation 
design is very effective both in the present and in the 

lower bound climate change scenario. However, in the 
upper bound climate change scenario, entirely natural 
ventilation design is no longer sufficient for 
maintaining comfort. Further refinement of boundary 
conditions for future weather scenarios can help 
manage risk in terms of thermal comfort performance.  
In a temperate climate like San Francisco, future 
weather files are informative in showing that natural 
ventilation can still achieve thermal comfort through 
2099 even under the upper bound climate change 
scenario.  
Finally, even if natural ventilation is not exclusively 
sufficient now or in the future for a particular climate, 
it still contributes towards improving thermal comfort, 
and thereby offsets the mechanical cooling load 
needed for acceptable building performance. Another 
interesting takeaway from this work is that due to 
adaptive comfort, occupants can adjust to limited 
temperature increases, such as those predicted by the 
lower bound climate change scenario, which 
contributes towards the building’s overall resiliency. 
Further work will expand to more climates, building 
types, and passive strategies and evaluate the 
sensitivity of these results to different window 
opening controls algorithms. In addition, we will 
consider weighting exceedance not only by occupancy, 
but also by the magnitude of overheating.  
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ABSTRACT: The paper explores the effects of building morphology characteristics on thermal performance, and 
thus indoor climate and Building Energy Index (BEI) of air-conditioned office buildings in warm humid climates.  86 
multilevel office buildings were investigated and two critical cases that were both in shallow plan form and similar 
in terms of other morphological characteristics such as orientation, occupant and equipment density and façade 
architecture were identified for a field investigation of heat stress patterns on their facades and thus indoor 
environment. Measuring indoor air temperature during office hours in 3mX3m multi zones across the depths and 
lengths of these two buildings using Hobo metres revealed air temperature deviations up to 10.50 from the set 
point temperature (240 C).  The work highlights the severity of heat stress on air conditioned indoor environments 
and thus an energy sustainability issue related to shallow plan form typology. 
KEYWORDS: Energy, Shallow plan forms, Air-conditioned buildings, Warm humid tropics  

 
 

1. INTRODUCTION  
Studies that have quantified the effects of global 
warming and projections of ambient temperature 
increases [1] indicate that more warm days are 
expected in most parts of sub-tropics and tropics. 
Warming climates increase internal temperatures of 
buildings and studies have shown that this relationship 
is linear [2].  Increase of extreme air temperatures may 
considerably impact on the electricity demand [3] and 
thus emissions. With the projected increase in energy 
use and the demand for more comfortable indoor 
environments in office buildings, there is a growing 
concern about high energy consumption and its likely 
adverse impacts on the environment [4].  
A linier correlation between the increase of average 
external air temperature and the increase of building 
cooling load and total energy use is established for air-
conditioned buildings [5]. Further, urbanization 
inflates building population in cities and enhances the 
formation of urban heat islands (UHI). Colombo, the 
Capital of Sri Lanka is no exception for the existence of 
warming climates due to global warming and Surface 
Urban Heat Island (SUHI) effects due to increase of 
building density, population and anthropogenic heat 
from traffic, etc.  Colombo is known as a typical warm 
humid city in Asia.  
Morphological characteristics of existing building 
population in terms of plan form, sectional form, 
envelope, orientation and fenestration details and 
their effects on energy consumption are known [6]. Of 
them, plan form is a major contributor that controls 
the level of building – climate interplay [7] and thus the 
indoor air temperature levels in free running buildings. 
Comparative studies on air conditioned buildings are 

less known due to set point temperatures of 
conditioned environments.  
Patterns of environmental heat gain from outside, 
better termed “heat stress” due to direct radiation on 
different types of plan forms are known. Shallow and 
linier plan forms with narrower facades facing east-
west axis may promote least direct exposure to direct 
solar heat gain. However, heat stress due to diffused 
or reflected radiation and conduction of heat through 
facades is least investigated for air-conditioned 
buildings of any form, whether shallow or deep. A 
recent study on office building stock in Colombo 
reveals that nearly 85% of the buildings demonstrate a 
combination of linear and deep plan forms with 
conditioned indoor environments [8]. Facades are 
predominately composed of single skin glass and 
aluminium cladding with varied proportions of solid to 
void ratios facing five primary orientations (Table 3). 
Study concluded that buildings with East West 
oriented glazed facades demonstrate higher annual 
mean Building Energy Indices (BEI) around 220- 400 
kWhm2a. The work explicitly demonstrated that air-
conditioned multi-level office buildings with shallow 
plan forms and longer facades facing east and west are 
subjected to higher BEIs due to increased energy 
consumption for cooling.  
Few studies on building heat stress in warm humid Sri 
Lanka that does exist are focussed on energy efficiency 
measures of orientation, building envelope and 
lighting on free running indoors. Reducing the risk of 
excessive heat gain into air conditioned buildings is 
also an essential phenomenon to study. When a 
building is air-conditioned, the risks of getting 
excessive heat indoors through facades may not be 
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visible and sensible to the occupants due to the 
conditioned environment inside, but contribute to 
increase the energy use in air conditioning, thus 
exacerbating the emissions and global warming 
problem [9]. An in-depth understanding of 
performance improvement of building design for air 
conditioned indoors in tropics is yet to be achieved. 
      This paper explores a preliminary investigation on 
air-conditioned shallow plan form building population 
to assess the heat stress on the indoor climate through 
facades. The work is limited to multi-level office 
buildings with longer facades appropriately orientated 
to north and south so that the impact of orientation on 
heat stress can be least considered.   
 
1.1    Climate in Colombo         
Warm humid tropical climates are found in the region 

extending 15 North and South of the equator (Figure 

1). Sri Lanka (latitude 555’ to 949’N and longitude 

7951’ and 8151’E) is an example of this climate and 
has lack of seasonal variations in temperature. The 

mean monthly temperatures range from 27C in 

November to 30C in April, relative humidity varies 
from 70 to 80% during a typical year. The daily 

maximum temperatures are high as 250 to 38C and 
the daily pattern in the dry season (September to 
November and March to May) has diurnal 

temperature range of 7 to 8C. 

 
Figure 1: Sri Lanka in the world map 

 
     KŐppen Geiger climate classification demonstrates 
that nearly 60% of the geographical area of Sri Lanka 
represents the type “Af”, an equatorial fully humid 
climate. Of the 8760 hourly data points of dry bulb 
temperature in psychrometric chart, developed from 
Climate Consultant 5.5 software, nearly 60% and 40 % 
of data points represent air temperatures in the range 
of 27-380 C and 21-270 C respectively (Figure 2). Annual 
monthly mean, maximum temperature and relative 
humidity in Colombo varies within the range of 26.2 to 

28.80 C, 29.2 to 31.40 C and 73.8 to 83.6, 90.2 to 97.9% 
respectively.     
    
             
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Figure:2, Psychrometric chart for Colombo developed from 
Climate Consultant 5.5  

 
The main characteristic of warm humid climate in 
Colombo, from the human comfort and building 
design viewpoint, is the combination of high 
temperature and high humidity which in turn reduces 
the dissipation of body’s surplus heat. Irradiation in 
Colombo is ranging from 400-6000W/m2 throughout 
the year. Therefore, shading plays [10] a major role in 
order to minimise inward heat transfer and thus 
reduce mean radiant temperature. 
 

2.  METHOD OF STUDY 
Methodology involved a walk through survey of 65 air-
conditioned buildings with shallow plan forms, which 
identified two critical cases for experimental 
investigation of indoor air temperature variations 
across their shallow plan depths. The two critical cases 
are oriented with the longer facades facing north and 
south, due to which it can be assumed that heat stress 
due to orientation is minimal.  
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Figure 3: A map Colombo City showing distribution of 
Building Energy Index with building population 

 
Office building stock in Colombo is predominately 
centrally air-conditioned and average Building Energy 
Index of such buildings in the populated city centre is 
212 kWhm2 per annum. BEI of office building 
population in the less dense city centre is 
approximately 110 kWhm2 per annum. In both 
situations, the range of building height varies between 
6-10 floors. This paper is more focussed on the shallow 
plan form buildings with single skin facades. The 
selected buildings are used exclusively for 
administrative activities of both private and public 
organizations such as banks and other typical high end 
offices. Data on building morphology includes 
architectural design strategies such as plan form, 
depths, orientation, façade characteristics, solid to 
void ratio, construction materials and fenestration 
details. In addition, technical and operational 
characteristics recorded were work hours, office 
equipment density, occupant density, space 
conditioning systems. Indoor environment in respect 
to air temperature, surface temperature and humidity 
was assessed during the daytime from 8 am to 6 pm 
over a week during April 2018, a typically hot month.  
 
2.1 Sampling of the building stock 
Figure 01 shows the distribution of building stock in 
Colombo city. Inner city centre occupies the majority 
of modern office building as compared to the outer 
city centre. Annual BEI of 86 office buildings totalling 
an approximate floor area of 73,000 m2 were assessed. 
In general, BEI of office building stock falls between 91 
and 412 kWhm2 annum and of them nearly 95% of the 

building stock has BEIs higher than 110 kWhm2a, an 
accepted standard for energy efficient building codes 
[11]. Findings highlight the need to investigate 
morphology of air-conditioned building stock. 
 
Table 1: Morphology of a recent building population in 
Colombo 

 Shallow Deep Composite 

Population 62% 26% 12% 

Orientation  Varied  Varied Varied 

Fenestration 
Solid/void 
ratio 

Nearly 
50% 
glass 

Nearly 
50% glass 

Nearly 50% 
glass 

Façade  Single skin 
glass & 
brick -
concrete 

Single 
skin glass 
& brick  

Single skin 
glass, brick & 
concrete 

Plan forms of 86 buildings falls into three broader 
categories namely shallow, deep and composite which 
consists of both shallow and deep (Table1).  Major 
facades of these buildings are orientated to different 
directions (Tables 2 and 3) but in nearly 80% of shallow 
plan forms, linear building mass is orientated along the 
east-west axis. Most of these buildings are facing 
major traffic arteries that run from north to south or 
east to west of Colombo. 
The BEI survey of 86 office buildings revealed that the 
BEI of 56% of buildings with a BEI of above 110 
kWhm2annum moves above 200 kWhm2a and of them 
nearly 30% are above 250 kWhm2a.  
From this survey of 86 buildings, 14 buildings of 
shallow plan forms were shortlisted and a pilot 
thermal performance investigation was conducted. 
This pilot study derived 2 sample buildings for further 
studies.   

Figure 4: Building Energy Index of 86 buildings 

 
2.2 Façade, orientation and location in the context     
Large facades of buildings along major traffic arteries 
such as Galle Road, High Level Road, D.R Wijewardene 
Mawatha, Sir James Peiris Mawatha and Dharmapala 
Mawatha, are facing diverse orientations as shown in 
Table 2. Both shallow and deep plan forms have similar 
envelope properties of high mass concrete and brick 
and nearly 50-60 per cent glass in the total outer 
facades. Floor to floor height varies between 3-3.5 m 
in all buildings.   
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Table 2: Plan form typology and Building Energy Index 
(EUI)KWhm2a of selected investigated building stock   

                  
 
Table 3: Orientation of main façades, plan depth and Building 
Energy Index of a building population of 86  

Orientation  Shallow or 
Deep 

Mean BEI 
kWhm2 a 

East-West Shallow 246 

East-West Deep 200  

North-South Shallow 200.2 

NE-SW Shallow 200 

NW-SE Shallow 205 

Buildings attached or close to another structure were 
eliminated from the study. Only free standing 
buildings were considered so that impact of urban 
climate on all facades of any particular chosen building 
can be assessed. The two samples (“A” and “B”) 
derived from the pilot investigation consisting of 14 
free standing buildings with shallow and linier plan 
forms (the majority of the stock) consisted of similar 
building morphologies (rectangular linier) and 
orientation with longer facades facing the north and 
south (hence, direct radiation due to orientation can 
be disregarded in the investigation). The objective of 
the filed investigation was to assess the distribution 
pattern of heat stress on indoor environment with the 
plan depth.   
Office building “A” and “B” are in the same 
morphological character, orientation, operational 
profile, occupant and equipment density but different 
from the BEI point of view. Both buildings are occupied 
from 8 am to 6 pm on weekdays and located with the 
longer axis positioned along east-west axis in similar 
urban contexts just a kilometre apart.  
 
 

Table 4: Plan form and physical characteristics of 
investigated buildings 

Building “B” 

Shallow plan form  

 
 

 
Shallow Plan form – size 12 m X 56 m 

COMMON THERMAOPHYSICAL 
CHARACTERISTICS  

Orientation – longer axis along east – west 

Set point temperature – 24 C degrees 

Occupant population 6 persons/20m2  

Wall and slab construction – brick and concrete 

U-Value of external envelope – 0.22 W/m2 K 

Front façade is facing east  

Solid to void ratio is nearly 50:50 

Occupied hours – 8 am to 6 pm on weekdays 

Building “A” 

 
Elevation from the main road 
Shallow Plan form – size 16 m X 38 m 

 

A 

North facade 

North facade 

Shallow Deep 

A’ 

B’ 

B 

C’ 

C D 

D’ 

D 

A 
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C 

C’ 

317 226 

98 102 
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Building “A” has BEI as high as 340kWhm2a whereas 
the Building “B” has a moderate level of 120 kWhm2a, 
which is close to acceptable level. Front narrower 
façade with the main entrance is positioned facing east 
orientation in both cases. Table 4 explains similarity of 
the operational and physical characteristics of the two 
buildings. The only difference between the two 
building forms is the floor area where a typical floor 
plate of Building “B” is relatively larger than the same 
of Building “A”. 
Multi-zone indoor air temperature reading at 3 m 
intervals across the plan depth (and along the building 
length) were taken using HOBO data loggers during 
three working days in the month of April 2018 (23rd -
27th of April 2018) at 10 minute intervals and then 
averaged to hourly values. The measurement rationale 
was to ascertain a number of comparisons that are as 
follows,  
Dynamics of air temperature distribution in peripheral 
and middle zones on a typical floor plate to assess to 
collective heat stress effect of façade and plan depth  
 Dynamics of air temperature deviation against set 
point temperature to assess stress on air-conditioning 
system 
 
The study acknowledges that any dynamics in the 
indoor air temperature demonstrates an effect of 
environmental loads on air-conditioning and the 
indoor thermal behaviour. Microclimatic data just 
outside the building were recorded onsite. Central air-
conditioning system of both cases is similar in 
specifications (15tons per 1 AHU). However, Building 
“A” has a higher number of diffusers (1 for each 13 m2) 
than in Building “B” (1 for each 36 m2) per floor. 
Readings were taken in three typical floors above 6th 
level in both buildings.  Temperature fluctuations 
during the day that the study was conducted without 
equipment running, demonstrates the effect of 
environmental load on indoor thermal behaviour. 
 
3. RESULTS AND DISCUSSION 
Set point temperature of all office and useable floors 
of both buildings is 24 C degrees. Despite set point 
temperature at 24 degrees C, dynamics of indoor air 
temperature in varied levels was seen during daytime 
in both buildings.  
Results show that an increase of indoor air 
temperature up to 31- 32 degrees C across all zones 
along sections A-A, B-B and C-C, in Building “B” while 
temperature readings in the internal zone close to 
west façade and east facades along D-D remained at 
34 and 31 respectively during the midday (Figure 5). 
During this time the sun was just above the building 
and no direct radiation could penetrate through 
fenestration. Solar axis to buildings in Colombo during 
23rd – 27th April is closely over the latitudes of Sri Lanka. 
This thermal behaviour explicitly suggests the 

presence of heat stress on the air-conditioning system 
from the outside. Office equipment inside the three 
floors remained switched off from the morning to 
assist the research, so that indoor heat generation was 
limited to a minimum. As mentioned in a previous 
section, the BEI of this building was approximately 120 
kWHm2 a, but heat stress of 10.7 degrees C indoor air 
temperature above the set point is an issue to be 
addressed. 
 

 
Figure 5: Multi zone air temperature behaviour in this air-
conditioned Building “B”- move between 31.5 – 34.7° C 
despite set point temperature at 24° C – BEI is around 120 
kWhm2a but high risks of heat gain is visible 

 

 
Figure 6: Multi zone air temperature behaviour of this air-
conditioned Building “A” moves just 1.1°C above set point 
temperature of 24°C but at a very high energy cost of nearly 
340 kWhm2a.   
 
Set point temperature of both buildings was at 24 
degrees C. Despite this similarity, Building “A” was 
assessed as having a very high BEI of 340kWhm2a and 
a smaller elevation of indoor air temperature range 
between 24. 4 - 25.1 degrees C. Building “A” has a 
highly dense AC diffuser points than Building “B” and 
results show that air conditioner system in Building “A” 
is capable of maintaining indoor air temperature 
closer to set point temperature but at a very high cost 
of energy foot print of 340 kWhm2a. 

Set point temperature at 24°C 

Set point temperature at 24°C 
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Both buildings, “A and B” are having the same 
orientation and shallow linier plan forms and similar 
occupant and equipment density. However, Building 
“A”’s higher BEI informs its criticality in respect of 
energy consumption. Results suggest the criticality of 
shallow plan forms on end user energy demand of the 
office building stock.  
Shallow plan depths of Building “A” and “B” are 16m 
and 12m respectively. Length of the floor plates of 
Building “A’ and B” are 38m and 56m respectively. 
Multi zone air temperature distribution across the 
depth and length of floor plates are shown in the two 
graphs above (Figures 5 and 6). Considerable dynamics 
of air temperatures well above set point temperature 
in all zones across the depth and length of floor plates 
demonstrate increased demand on cooling energy due 
to high levels of external gains through facades.  
 
4. CONCLUSION - Generalising findings 
        Results suggest a problem associated with shallow 
plan form buildings. Although the work is mainly 
focused on two specific buildings, they represent most 
of the thermo-physical characteristics of the larger 
building population in Colombo.  Inward heat transfer 
across the plan depth up to 16 m in Building “A” and 
12 meters in Building “B” from the façade is a critical 
problem that may be addressed through proper 
façade design. Findings suggest that presence of heat 
stress in terms of higher air temperature in air-
conditioned indoors along the length of the plan form 
is visible.  
Elevation of indoor air temperature in air conditioned 
environments by 10.5 degrees C above the set point 
temperature is considered critical in respect to energy 
demand. The two buildings investigated fall within the 
following two extremes of thermal performance 
scenarios: 
Air-conditioned buildings with shallow plan forms may 
be able to maintain indoor air temperatures close to 
set point temperatures at 24 degrees C but at a very 
high energy cost. 
On the other extreme, air-conditioned buildings with 
shallow plan forms can maintain building energy index 
around 120 kWhm2a but maintaining indoor air 
temperature close to set point temperature becomes 
problematic and sometime an elevation of indoor air 
temperature by even 10.5 degrees C could be visible.  
More research is underway to further strengthen 
these findings for a wider section of buildings in warm 
humid climates.  
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ABSTRACT: Windows and glazing systems play an important role in making an energy-efficient home. A portable 
easy-to-use in-situ measuring system of the window properties using low-cost Arduino platforms and compatible 
sensors is developed, 3D-printed, and fabricated in this project and used to measure the parameters including U-
factor, Solar Heat Gain Coefficient (SHGC), and Visible Light Transmittance (VT). Comparing resultant output from 
the Arduino sensing and measurements to professional in-situ instruments, we demonstrate that this simple and 
compact Arduino-based instrument can obtain major window properties with reasonable accuracy. This simple 
but scalable sensing and measuring approach and Do-It-Yourself (DIY) fabrication workflow could be performed 
by creative people and even home owners without needing complex trainings and building physics knowledge.     
 KEYWORDS: Window properties; Arduino; digital light sensor; temperature sensor; 3D printing. 

 
 

1. INTRODUCTION  
Completing a home energy evaluation, also known as 
an energy audit or assessment, usually requires 
assessing building enclosures, appliances, and ways in 
which the home consumes energy. Windows have 
large impacts on the performance of building’s lighting, 
heating, and ventilation, thus influencing building 
energy consumption and indoor occupant’s health and 
well-being. Indeed, the U.S. Department of Energy 
reports that windows account for up to 25 percent of 
the utility bill of an American household [1].  
Therefore, retrofitting home windows to achieve 
energy savings and indoor comfort is an effective way 
for households to reduce utility bills. However, it is 
difficult for occupants, especially for the households 
living in older houses, to make decisions of window 
retrofitting or replacements without knowing the 
properties of the existing windows. The conventional 
method to attain window properties relies on 
professional instruments and procedures of home 
energy-related companies or consultants. Currently, 
there are several professional in-situ instruments (e.g., 
Hukseflux Model-TRSYS01, Fluxteq - Model PHFS, MAE 
- Model TLOGWLS) available in the market that can 
measure thermal insulation of building envelopes, 
which could be used for window insulation 
measurements. These instruments are not applicable, 
affordable, and easy-to-use for home owners. 
Furthermore, to the best of our knowledge, no field 
instruments exist in the market for the field 
measurement of all window properties including U-
factor, Solar Heat Gain Coefficient (SHGC), and Visible 
Light Transmittance (VT). Such measurement must be 
performed in laboratory with controlled ambient 
environment. 

On the other side, some efforts have been made with 
regard to incorporating diverse sensors in an Arduino-
based control system for buildings to better analyze 
and control energy consumption by appliances [2]. The 
application of the Arduino board as a microcontroller 
enables the integration of various sensors to detect 
the signals and interact with building indoor and 
outdoor environment. Notably, a ubiquitous 
healthcare monitoring system was developed by [3] to 
integrate ubiquitous sensors into the monitoring 
application in hospitals. The data were collected from 
the patients and sent to the web server through the 
Arduino thus they can be viewed and analyzed. A small 
smart home system based on Arduino board was 
designed by authors in [4] to provide a more 
comfortable and energy efficient home. The 
microcontroller of this system can monitor the data 
from the connected sensor that can detect the signals 
from people’s motion, lights, room temperature and 
other appliances. A more comprehensive automated 
control system using Arduino board, Bluetooth and 
smartphone was proposed in the paper [5]. The 
smartphone can communicate with the actuators via 
Bluetooth and send the control signals to wireless 
network. The Arduino board was used for controlling 
and integrating different sensors in this system and 
enabling the information sharing among the smart 
phone, sensors and actuators.  
The wide adoption of this hardware platform is 
attributed to its advantage of interactive control, open 
source programming and easily environmental 
adaptation [6], which enables the possibility of using 
Arduino-based platforms and compatible sensors for 
building window property measurements. In this 
paper, we present a simplified but scalable in-situ 
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measurement system using the Arduino Uno board 
and low-cost sensors for window properties. The 
primary contribution of this paper is the DIY 
fabrication approach for prototyping this in-situ 
measurement device that integrate components for 
physical environmental/surface sensing, processing, 
and displaying.  
 

2. METHODOLOGY 
The Arduino-based module is developed as a 
prototype of the window measuring tool with low-cost 
and small size electronic elements, mainly including 
luminosity sensor, phototransistor, temperature 
sensor, surface temperature sensor, and display 
screen. These low-cost electronic components have 
been widely used and verified in various applications, 
such as indoor air quality monitoring, smart parking 
kit,  virtual reality station, disaster alarm systems, 
etc.[7-9]. The finished module will have a user-friendly 
interface using a display screen to show the measured 
real-time data. 
 
2.1 Module design  
The National Fenestration Rating Council (NFRC), a 
non-profit organisation in the U.S., has established a 
reliable energy performance rating system for building 
windows in terms of five major window properties: U-
factor, Solar Heat Gain Coefficient (SHGC), Visible 
Transmittance (VT), Air Leakage (AL) and 
Condensation Resistance (CR) [10]. The properties of 
U-factor, SHGC, and VT are focused on in this paper as 
they have major influence on energy use and indoor 
environmental performance. Also, the air leakage is 
much more to do with window frames and sashes 
rather than glazing. Two sets of data are employed to 
calculate the property values, each of which 
representing a ratio that compares the number of 
outdoor parameters to indoor parameters. The 
correlated parameters which are required to be 
measured or accessed including: air temperatures of 
building’s indoor and outdoor, surface temperatures 
of window’s internal layer and external layer, incident 
solar irradiance, transmitted solar irradiance, incident 
visible light, and transmitted visible light. The major 
equations used for this sensing and measuring system 
are the following: 

                Q = A • ΔT • U                    (1) 
where  Q - rate of heat flow through a building     

 assembly (in Btu/h); 
               A - area of the assembly (in ft2); 

ΔT – temperature difference between the outdoor 

and indoor temperature (in F); 

U - U-factor (in Btu/ft2hrF). 
               SHGC=TS +Ni As                    (2) 
where Ts - Direct solar transmittance; 

 Ni - inward flowing fraction of absorbed radiation;   

  As-solar absorptance. 

                       VT= 
𝐋

𝐋𝐓
                          (3) 

where L - daylighting passing through glazing; 
LT - total daylight landing on glazing. 

 
2.2 Arduino board and the selection of sensors 
In this model, Arduino Uno is used as the 
microcontroller board and to serve as a programming 
platform to integrate the above sensors and electronic 
units (see Table 1). The analog and digital input 
function enable us to convert signals/raw data output 
by the sensors to readable numbers.  The Arduino Uno 
module built in this experiment is shown in Fig.1. 

 
Figure 1: Arduino board module 

 
Table 1: Key electronic sensors used in this system 

                                         Sensor Specification 

Luminosity sensor       Adafruit TSL2591       

Surface temperature sensor      RTD PT100          

 
1) Luminosity sensor 
The TSL2591 luminosity sensor is an advanced digital 
light sensor and can be used in a wide range of light 
conditions. It is more accurate compared with other 
CdS cells and enables exact lux calculations. The more 
convenient part of this sensor is that it contains both 
infrared and full spectrum diodes [11]. This means the 
infrared and visible light can be separately measured. 
The ADC design makes it can be used in almost any 
microcontroller. The lux range that it measures is from 
188 μLux sensitivity up to 120,000 lux.  
The visible light measured via TSL2591 in the unit of 
lux is used to calculate a window’s property of VT. The 
full spectrum light source signal measured is used to 
calculate the incident solar irradiance on the glass and 
through the glass. The heat gain through window may 
come from directly transmitted solar radiation and the 
subsequently released heat by window shown in the 
Equation 2 [12]. For simplicity, it is assumed that the 
fraction of the directly solar transmitted (Ts) is much 
larger than the fraction of absorbed and reemitted 
solar irradiation. From the solar irradiation measured 
inside of a window and the outside of the same 
window in a very small interval, the SHGC can be 

approximately calculated from equation 4： 
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SHGC =
E

ET
                                      (4) 

where E-solar irradiance passing through glazing; 
      ET- total solar irradiance landing on glazing. 
The lux sensor was connected to four wires which 
were wrapped by extended insulation plastic (Shown 
in Figure 2). The other ends of wires were connected 
to Arduino board.  
 

 
Figure 2: Lux sensor processing 

 
2) RTD PT100 temperature sensor  
Resistance temperature detectors (RTDs) are 
temperature sensors that contain a resistor that 
changes resistance value as its temperature changes 
[13]. Compared with other NTC/PTC thermistors, the 
RTD is more stable and accurate. It has been used in 
laboratory and industrial processes for many years. 
Different construction techniques of RTDs have been 
developed to provide a reliable solution for surface 
contact temperature measurement [14]. The RTD 
PT100 temperature sensor is selected to measure the 
surface contact temperature. The Platinum RTD PT100 
has a resistance of 100 ohms at 0 °C so it is named 
PT100 [15].  
Three RTD sensors are used to design and construct a 
component with two 3D printed cuboid parts with 
acrylonitrile butadiene styrene (ABS) plastic. The 
sectional view of the interior of two cuboids are shown 
in Figure 3 and the 3D printed cuboids are shown in 
Figure 4. The heat transmission resistance of this 
component can be calculated with known thermal 
resistance of the ABS plastic and the air gap. The thick 
cuboid with two embedded RTD probes is used outside 
of the window and the thin cuboid with one embedded 
RTD probe is used inside of a window at the same time. 
In order to measure the heat flux through the glass, 
the temperatures of the different surface of thick 
cuboid and the temperature of the thin cuboid surface 
need to be measured. When the width and height of 
an insulation are far greater than its thickness, it can 
be assumed that the heat flux intensity is equal 
through the insulation. Thus it can be concluded that 
the heat flux intensity through the cuboid is equal to 
the that through the glass. Through mathematical 
calculation, the heat flux Q in equation 1 can be 
calculated and then U-factor of the window can be 
solved.  
 

 
Figure 3: Section view of cuboid parts 

 

 
Figure 4: 3D printed cuboids 

 

3) LCD display screen  
A standard LCD screen is selected to display the real-
time data collected using the Arduino module. The LCD 
screen has 16 characters wide and 2 rows. The LED 
backlight can be dimmed with a resistor. The display 
will alternately display the information of lux and solar 
irradiance, and three surface temperature from the 
RTD sensors. 
 
2.3 Data calibration 
Although the sensors have been calibrated individually 
when they come out of factories, the output values 
may still need comprehensive calibrations. Hence, in 
this study, a few professional instruments are used to 
generate reference values for calibrating these 
simplified sensing module outputs. These instruments 
are listed in the following table 2. The lux sensor is 
used to measure two wavelength ranges of solar 
radiation: visible light range and full spectrum light 
range. It is calibrated correspondingly by two 
professional lux measure tools. In the process of 
collecting solar radiation data, the lux sensor was 
placed at the angle and height from the light source as 
same with the measurement tools as possible to 
reduce and eliminate the errors. 
 
Table 2: Professional instruments used for calibrating the 
simplified sensing module outputs 

Sensor Output (unit) Professional 
Instrument 

Adafruit 
TSL2591 

Spectral irradiance (w/m2) ASEQ LR1-T v.2 

Visible light illuminance (lux) KM T-10MA 
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1) Spectral irradiance calibration  
The spectrometer ASEQ LR1-T v.2 is a mini irradiation 
measurement tool that has the custom design. It 
enables the users to select the spectral range and 
resolution to satisfy their needs. LR1 can be recognized 
by Windows operational system [16]. The graph data 
obtained with LR1 software is possible to see a 
spectrum with a black line corresponding to the 
irradiance energy at single wavelength. The tool has 
self-calibration design and has three configurations. 
One of them has the spectral range from 200 nm to 
1200 nm which is used for the sensor calibration. 
For the full spectrum of solar irradiance, a power 
relationship between the source signal for the full 
spectrum from the TSL2591 light sensor and the 
energy measured in LR1-T is found (See Figure 5). The 
source signal for full spectrum can be as high as 50,000 
which approximately indicates the solar irradiation on 
a sunshine day at 2:00 PM on June in Cincinnati, Ohio. 
The power function can be put in the Arduino code and 
the irradiation can directly be read in the LCD display. 
 

 
Figure 5: Relationship between the measured data of 
TSL2591 sensor and ASEQ LR1-T v.2 
 

3) Illuminance calibration 
This illuminance meter has one sensor with a 
connected long wire and adaptor connected with the 
main body. This instrument can measure a light source 
with fluctuations in a low-frequency accurately [17]. 
The receptor is very sensitive to the light and it must 
be placed stably in the process of measurement.  
For the visible light, the TSL2591 measuring range is 
from 0 to 120,000 lux. There are totally 300 set of lux 
data gathered to compare the accuracy of the TSL2591 
sensor to the KM T-10MA. The regression line for the 
wide lux wavelength ranges is shown in Figure 6. 
 

 
 
Figure 6: Relationship between the measured data of lux 
sensor and Illuminance meter T-10MA  

 
3. OUTPUT TESTING AND RESULTS 
All the electric parts are placed in an Arduino 
enclosure including the LCD display, battery, holes for 
USB connection and the on-off button. The finished 
look of the final fabricated instrument is shown in 
Figure 7. 

 
 

Figure 7: Fabricated instrument 
 
The usage of this Arduino measurement system is 
exhibited in Figures 8 and 9, which was to measure an 
office building’s window on the University of 
Cincinnati campus.  

 
Figure 8: Measuring the lux 
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Figure 9: Measuring heat lux 

 
It showed that the Arduino measuring system can 
obtain the parameters in terms of major window 
properties including U-factor, SHGC, and VT, with 
reasonable accuracy.  
 
3.1 VT and SHGC measurement  
The two calibration equations for the TSL2591 light 
sensor to measure solar irradiance and illuminance 
were write into the Arduino code. The measurements 
for the two parameters outside and inside window are 
correspondingly compared with the measurement 
results from the tools of ASEQ LR1-T v.2 and KM T-
10MA. And it showed the maximum difference 
between these two sets of data is less than 5% (see 
Table 3). 
 
Table 3: Illuminance and irradiance measurement  

 Arduino KM T-10MA Difference 

Illuminance 1160 1201 3.40% 

(Lux) 5105 5280 3.30% 

 28985 29770 3.60% 

 

 Arduino ASEQ LR1-T v.2 
Differenc

e 

Irradiance 27.53 28.96 4.9% 

(W/m2) 138.76 142.48 2.5% 

 216.38 220.26 1.8% 

 
3.2 U-factor measurement  
The equation for the glass U-factor can be described 
as: 

U=|
𝐓𝟐−𝐓𝟑

(𝐓𝟑−𝐓𝟏)∗𝐑∗𝟓.𝟔𝟕
|                            (5) 

where, U–the U-factor of the glass (Btu/hr·ft2·°F);      
T2–the temperature of block surface exposed to air 
inside of the glass (in °C); 
T3–the temperature of the interface between the 
block and the glass (in °C); 
T1 –the outside glass surface temperature (in °C); 
R-the thermal resistance of the 3D printed block (in 
W·m-1·K-1);    

The three temperature T0, TS, Ti were recorded in a 
one-hour test for a double pane clear glass sample. 
The graphs including the three temperatures, the 
temperature difference and U-value for three 
measurements are shown in the following Figure 10. 
The graph of U-factor indicates that a stable state is 
reached in a measurement time of around 35 minutes. 
 

 
 

 
 

 
Figure 10: Double pane clear glass measurement results 
 

The analysis of three measurement results are shown 
in Table 4. The maximum difference of the three 
results are 9.4%. The maximum difference of the test 
is larger than the criteria stated in ISO 9869, of which 
is 5% with minimum periods of 7 hours [18]. However, 
the criteria are obtained under the strict test 
environment. To approximately evaluate the 
window’s energy performance by home owners, this 
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easy-to-operate and overall instrument trade-offs a 
fast-delivered result against accuracy.  

 
Table 4: Three measurements analysis  

 U-factor Std. Dev 

1st measurement 0.56 3.0 % 

1nd measurement 0.58 2.5 % 

3rd measurement 0.53 2% 

Average 0.56 2.5% 

 
4. DISCUSSION  
The total cost for all this measuring system including 
various sensors, enclosure, LCD display, Arduino board, 
battery and connection wires and ABS is 
approximately $60-100 depending on the selection of 
electronic element types and brands. The cost for the 
tools such as Hukseflux Model-TRSYS01, Fluxteq - 
Model PHFS, MAE - Model TLOGWLS for in-situ 
measurement ranges from $1,200 to $2,000.  However, 
compared with these professional instruments, to 
achieve the best result, the designed instrument 
should be used within certain environmental 
conditions.  
In principle, the U-factor can be obtained by 
measuring heat-flow using heat flux meter and 
recording the temperature on both sides of windows 
under steady state conditions. A new design to 
measure the heat flow is proposed in this paper. Since 
steady-state conditions are never achieved on site in 
practice, we have to assume that mean values of heat 
flow rate and temperatures over a long period of time 
give an estimate of the steady-state condition. That 
means the measuring environment should be 
relatively stable and also with apparent temperature 
difference between interior and exterior.  
The primary sensor for solar irradiance and visible 
lighting illuminance in this design is the TSL2591 light 
sensor. The sensor will be saturated under 
environmental conditions with direct and strong 
sunshine. Despite the constraint, this lux sensor is able 
to measure irradiance closely similar to that measured 
by the Illuminance meter T-10MA after calibration. 
The other sensor in this proposed system is PT100 RTD 
temperature sensor with ±0.5°C accuracy from -10°C 
to +85°C. RTD sensors with different configurations 
can be tested to improve its accuracy and stability. 
 
5. CONCLUSIONS 
In this paper we have proposed a design and 
implementation of a low-cost and easy-to-use 
measuring approach and instrument to the home 
window’s measurements. Test of the functionality and 
accuracy of this measure module showed that this 
simple and compact Arduino-based module can obtain 
major window properties including U-factor, SHGC, 
and VT, with reasonable accuracy. This study is the 

initial step of developing decision-making support 
tools for home energy efficiency upgrades.  
Future work for this measuring system comprehend a 
more accurate and smaller surface temperature 
sensor to allow a more accurate easurement of the 
heat transferred through the glass.  In addition, within 
the scope of Smart Cincy initiatives (a regional 
program in Ohio, U.S.) and the U.S. Environmental 
Protection Agency Sensible Home project, we have 
established local community and high school outreach 
programs for disseminating home energy saving 
knowledge and information, promoting energy saving 
behaviors and environmental sustainability awareness, 
and sharing useful low-cost toolkits and fabrication 
approaches. Engaging into these programs and 
projects, we will develop a series of DIY tools for in-situ 
building performance measurement associated with 
descriptive information and energy efficient retrofit 
strategies. 
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ABSTRACT: The multiple criterion scale developed by Hopkinson is extensively utilised to analyse the subjective 
degree of discomfort due to glare. Using a luminance adjustment procedure, the brightness of a glare source is 
adjusted to reveal four levels of discomfort, typically: just imperceptible, just acceptable, just uncomfortable, and 
just intolerable. In many experimental studies, observers are requested to attend to each level of discomfort in 
ascending order, from the lowest to the highest criterion. There are, however, reasons to believe that assessments 
made using adjustments might be affected by the initial anchor, i.e. the setting of the variable stimulus before an 
adjustment is made, and by order effects, this influencing the reported thresholds of discomfort. To investigate 
anchor bias and order effects, two Hopkinson-like multiple criterion adjustment experiments were performed, 
respectively with three different initial anchors and three order sequences (ascending, descending, and 
randomised). The results revealed substantive bias due to anchor and order effects, primarily at lower glare criteria. 
This demonstrates the need for caution when interpreting subjective evaluations of discomfort due to glare and 
estimating the robustness of glare indices derived from studies that used models fitted to data obtained with 
Hopkinson’s multiple criterion scale and luminance adjustment procedure. 
KEYWORDS: Discomfort Glare, Experimental Bias, Luminance Adjustment, Anchor Bias, Order Effects 

 
 

1. INTRODUCTION 
This paper critically synthesises research studies by the 
authors focusing on the design of experiments carried 
out to explore the evaluation of discomfort due to 
glare [1, 2]. Discomfort glare is a psychological 
sensation causing distraction or annoyance, which is 
associated with a luminance, or luminance contrast, 
within the visual field of an observer that is sufficiently 
greater than that to which the eyes can adapt [3]. 
Many studies have sought to characterise this 
discomfort, leading to the proposal of several glare 
models and indices. Among these, there are three 
fundamental studies. Hopkinson [4] used an 
experimental procedure whereby the brightness of a 
light source was incrementally adjusted to the points 
at which observers suggested that a visual scene 
represented four specific thresholds of discomfort 
glare, the multiple criterion scale (MCS). In its most 
typical form, the MCS features the following criteria: 
Just Imperceptible (JImp), Just Acceptable (JA), Just 
Uncomfortable (JU), and Just Intolerable (JInt). 
Luckiesh and Guth [5] also used an adjustment 
procedure to determine one threshold, the Borderline 
between Comfort and Discomfort (BCD). Petherbridge 
and Hopkinson [6] later established an empirical 
relationship between the discomfort reported by 
observers and lighting parameters: the Glare Constant. 
Various glare indices have been developed from these 
fundamental studies, such as the Illuminating 
Engineering Society Glare Index (IES-GI) [7] and the 
Unified Glare Rating (UGR), which is currently 
recommended by the Society of Light and Lighting [8], 

the Illuminating Engineering Society of North America 
[9] and the International Commission on Illumination 
[10]. The Daylight Glare Index (DGI) [11] was also 
developed using a procedure similar to [4]. The 
purpose of glare indices is to provide robust 
predictions of the discomfort reported by an observer 
in a luminous environment. However, since the studies 
on which glare indices are based have mostly used 
fixed-order luminance adjustment, in this paper we 
discuss the potential influence of two sources of 
experimental bias on errors between predicted and 
actual discomfort: 1) anchor; and, 2) order effects. 
 
2. ANCHOR BIAS 
2.1 Adjustments and heuristic anchoring 
When observers use an adjustment procedure to 
make judgements of a variable stimulus, it has been 
proposed that the final setting might be influenced by 
the initial stimulus; this phenomenon is known as 
anchoring [12]. Anchors can affect a large range of 
assessments, such as responses to general knowledge 
questions, economic evaluations, etc. When making a 
subjective judgement, different starting points lead to 
different values, which tend to be biased towards the 
initial settings. Anchoring has been demonstrated also 
in lighting studies [13], providing reasons to believe 
that the adjustment procedure traditionally used in 
glare experiments might be biased towards the initial 
luminance setting. If this proves correct, the results 
from the fundamental studies mentioned above – and, 
hence, the subsequent glare indices – might provide 
an incorrect estimate of the relationship between 
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background and target luminance associated with 
each glare criterion. To test this hypothesis, an 
experiment was designed to confirm whether the 
initial luminance setting of a variable stimulus (anchor) 
influences the luminance associated with a given 
discomfort glare sensation. 
 
2.1 Experimental design and procedure 
Discomfort from artificial lighting was investigated in a 
laboratory test, using a procedure designed to explore 
whether an anchor bias could be detected. The setup 
of the testing apparatus (Figure 1) was informed by 
previous studies by the authors [14]. 
 

 
Figure 1. Plan of the testing apparatus 

 
The testing apparatus was semi-hexagonal in plan. The 
interior surfaces (2.7m in height) were painted matte 
white, and three 3W LED lamps produced a 
background lighting with a constant luminance 
distribution of 65 cd/m2. A desk with a diffusive white 
surface was mounted within the wooden partitions. 
The subject’s head position was set at a height of 1.2m, 
facing a diffusive screen (0.08m x 0.04m) made from 
three sheets of translucent paper and mounted in 
front of a projector connected to a computer. The 
diffusive screen subtended an angle at the eye of 0.009 
steradians and provided a variable luminance in the 
range between 200 and 32,000 cd/m2. The source 
luminance could be progressively increased using the 
relative brightness function of an image editing 
software. To test the hypothesis that different initial 
source luminances lead to different adjustment 
settings for the same level of glare sensation, test 
subjects were asked to provide judgements under 
three initial settings corresponding to a low, medium, 
and high anchor. Since no established luminance value 
could be applied to specify these anchors, the 
luminance associated to each of the following IES-GI 
discomfort glare criteria were used [15], respectively: 
Just Imperceptible (Low anchor); Borderline between 
Comfort and Discomfort, or BCD (Medium anchor); 

and Just Uncomfortable (High anchor). The Just 
Uncomfortable criterion was used for the high anchor 
to avoid any potential harm to participants (Table 1). 
 
Table 1. Definition of the three initial anchors 

Anchor Luminance [cd/m2] IES-GI Glare Criterion 

Low (L) 1,627 10 Just Imperceptible 

Medium (M) 5,414 18.5 BCD 

High (H) 8,999 22 Just Uncomfortable 

 
During the experiment, participants were asked to 
make judgements of visual discomfort using the IES-GI 
glare criteria [15]. Since it was considered that each 
criterion could be open to self-interpretation due to 
the abstraction caused by the assessment, to aid 
subjects giving more meaningful judgements the 
criteria were linked to time-span descriptors [16].  
At the start of the experiment, the brightness of the 
diffusive screen was set to one of the initial luminance 
anchors chosen at random. Participants directed their 
gaze towards the centre of the diffusive screen and 
were asked whether they would like the experimenter 
to increase, decrease, or keep constant its brightness 
to reach a glare sensation of Just Imperceptible (JImp). 
Once the lowest of the four criteria was set, the 
luminance of the screen was increased at a controlled 
pace and subjects were asked to indicate when the 
other criteria – Just Acceptable (JA), Just 
Uncomfortable (JU), and Just Intolerable (JInt) – were 
reached. The IES-GI was calculated from the recorded 
luminances. After making the initial four evaluations, 
participants were given a short relaxation period (two 
minutes) before continuing the experiment starting 
with a different luminance anchor. The test procedure 
was again repeated until the subject had provided all 
four levels of glare sensation under each of the three 
different luminance anchors. Twenty-two subjects 
participated to this experiment, recruited via an online 
advertisement. The sample comprised 8 males and 14 
females, with a mean age of 29.6 years (SD=3.75). 
 
2.2 Results 
Table 2 presents the mean source luminance and 
standard deviation of the diffusive screen for each 
glare criterion under the three anchors (L, M, H). Initial 
inspection of the data shows that mean values 
increase when considering a higher anchor for each 
glare criterion, suggesting that adjustments were 
made closer to the luminance of the initial setting.  
 
Table 2. Mean source luminance (and standard deviation) 

A
n

c.
 Mean source luminance (SD) [cd/m2] 

JImp JA JU JInt 

L 1,784 (1,031) 3,043 (1,534) 4,517 (2,027) 8,238 (4,135) 

M 3,192 (1,341) 4,350 (1,982) 5,858 (1,982) 10,130 (3,388) 

H 5,663 (2,923) 7,224 (3,037) 9,031 (3,232) 13,548 (4,858) 
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Figure 2 presents the mean IES-GI values calculated for 
the four glare criteria provided by test subjects under 
the three anchors. According to Hopkinson [15], IES-GI 
benchmarks for each glare criterion are, respectively: 
No glare≤10; 10≤JImp≤16; 16≤JA≤18.5; 18.5≤BCD≤22; 
22≤JU≤28; JInt≥28. 
 

 
Figure 2. Mean IES-GI for the luminance anchors and the four 
glare criteria (error bars show standard deviations) 

 
Figure 2 confirms the tendency for the IES-GI to be 
consistently influenced by the luminance anchors for 
all glare criteria. Differences in mean IES-GI across the 
three anchors also appear to decrease at higher levels 
of discomfort glare. Null hypothesis significance 
testing (NHST) was performed to determine if 
differences between groups were statistically 
significant. However, since NHST is dependent on both 
the size of the sample and on the magnitude of the 
influence under testing, emphasis of the analysis was 
placed on the effect size (i.e., a standardised measure 
of the difference across the independent variable) and 
not only on the statistical significance [17]. Since data 
were not normally distributed and differences in 
variance were not significant, a parametric repeated-
measures Analysis of Variance (RM-ANOVA) was run to 
compare glare indices across the three anchors. The 
RM-ANOVA demonstrated that the differences in 
mean values of IES-GI across the three anchors for all 
glare criteria were all highly significant and with 
substantive effect sizes, ranging between large 

(p2≥0.71 for Just Imperceptible) and moderate 

(0.25≤p2<0.64 for all other glare criteria). 
Post-hoc testing was then performed, comparing 
against each other all combinations between anchors. 
Statistical significance of differences was calculated 
using one-tailed paired t-tests to identify the 
variations detected in the RM-ANOVA. Bonferroni 
corrections were applied in consideration of the 
experiment-wise error rate caused by the alpha level 
inflating across multiple pairwise comparisons. The 
interpretation of the outcome was derived from the 
benchmarks given by Ferguson [18] for small, 
moderate, and large effect sizes (d≥0.41, 1.15 and 2.70, 

respectively). Table 3 reports the results of the post-
hoc t-tests providing, for each MCS glare criterion, the 
comparison between initial anchors, the mean and 
standard deviations for the IES-GI, the mean 
differences (M) and their statistical significance 
(NHST), and the effect size (Cohen’s d). 
 
Table 3. Paired comparison t-tests and effect sizes 

MCS Comparison M(SD) M(SD) MNHST d 

JImp 

Low v. Medium 9.81 (3.74) 14.07 (3.43) -4.26*** -1.18 

Low v. High 9.81 (3.74) 17.97 (3.40) -8.16*** -2.28 

Medium v. High 14.07 (3.43) 17.97 (3.40) -3.90*** -1.14 

JA 

Low v. Medium 13.57 (3.78) 16.17 (3.58) -2.60** -0.71 

Low v. High 13.57 (3.78) 19.92 (2.73) -6.35*** -1.93 

Medium v. High 16.17 (3.58) 19.92 (2.73) -3.75*** -1.18 

JU 

Low v. Medium 16.45 (3.44) 18.55 (2.66) -2.10* -0.68 

Low v. High 16.45 (3.44) 21.61 (2.36) -5.16*** -1.75 

Medium v. High 18.55 (2.66) 21.61 (2.36) -3.06*** -1.22 

JInt 

Low v. Medium 20.47 (3.67) 22.47 (2.13) -2.00** -0.67 

Low v. High 20.47 (3.67) 24.42 (2.40) -3.95*** -1.27 

Medium v. High 22.47 (2.13) 24.42 (2.40) -1.94*** -0.86 

Bonferroni corrections: *weakly significant **significant; 
***highly significant; n.s. = not significant 
d<0.41 = negligible; 0.41≤d<1.15= small; 1.15≤d<2.70 = 
moderate; d≥2.70 = large 

 
The inferential data show that the sign of the mean 
differences and the effect sizes are consistently 
negative, therefore signalling higher values of IES-GI 
when participants adjusted the luminance of the glare 
source starting from a higher anchor. All differences 
were statistically significant and with a substantive 
effect size, hence confirming that, when the initial 
anchor was higher, test subjects made adjustments to 
higher luminance settings for the same level of 
reported glare sensation. The effect of the anchor on 
the glare settings also appear to be stronger when 
considering a larger difference in the luminance of the 
initial anchor. In fact, comparisons between the ‘low’ 
and ‘high’ anchors produced the largest differences in 
mean IES-GI and effect size for every glare criterion. 
The findings also show that, when considering higher 
levels of visual discomfort, the differences in mean and 
the effect sizes reduce across comparisons, suggesting 
that the influence of the initial anchor decreases at 
higher glare sensation. However, this might have 
occurred since participants were instructed to make 
adjustments using only a sequence of increasing glare 
stimulus. Conversely, the experimental procedure did 
not consider how adjustments could have influenced 
the outcome of the study if other order sequences had 
been used. 
 
3. ORDER EFFECTS 
3.1 Experimental design and procedure 
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Based on these results, a further experiment was 
designed to explore whether order effects in a 
luminance adjustment procedure could be detected 
under controlled laboratory conditions. The same 
testing apparatus described above was used (Fig. 1). 
During the experiment, participants were asked to 
make judgements of discomfort glare using the same 
MCS criteria utilised by Petherbridge and Hopkinson [4] 
with the ascending-only order sequence from where 
the Glare Constant formula was derived. Three 
different order sequences were used:  
• Ascending: JImp, JA, JA, JInt 
• Descending: JInt, JU, JA, JImp 
• Randomised: the order of criteria was shuffled. 
Comparing the luminances set for each criterion in the 
three sequences would demonstrate whether or not 
order had any significant effect. A repeated-measures 
design was used. At the outset of the experiment, the 
diffusive screen was set to an initial luminance 
corresponding to an IES-GI of 10 (Just Imperceptible). 
This anchor was used only for the first trial, and then 
the luminances set by test participants became the 
anchor for the subsequent setting. For each trial, the 
experimenter adjusted the luminance of the glare 
source at a controlled pace according to the 
participant’s instruction (increased, decreased, or kept 
at its current brightness) to reach a glare sensation 
corresponding to each of the four predefined criteria, 
in the order described in one of the three sequences. 
The test procedure was repeated until the participant 
had provided all four criteria of glare sensation under 
each of the three sequences, these being presented in 
a random order. Twenty participants (different from 
the previous experiment) volunteered to this test, 
recruited via an online advertisement. The sample 
included 7 males and 13 females, with a mean age of 
24.2 (SD= 5.76). 
 
3.2 Results 
Figure 3 shows the mean source luminance and 
standard deviation of the glare source at the point in 
which participants reported each criterion of glare 
sensation under the three order sequences. 
 

 

Figure 3. Mean source luminances and standard deviations 
for the four discomfort glare criteria under the three orders  

 
Visual inspection of the plots suggests that mean 
source luminances were higher when adjustment 
settings were made using a descending sequence for 
each glare criterion. The standard deviations become 
consistently larger when assessments were made at 
higher levels of discomfort across all three sequences.  
Null Hypothesis Significance Testing (NHST) was used 
to determine if the differences in source luminance 
were statistically significant. Emphasis of the analysis 
was again placed on the effect size and not only on the 
p-value. A repeated-measures Analysis of Variance 
(RM-ANOVA) was performed to compare against each 
other the source luminance settings for each criterion 
of reported glare sensation across the three order 
sequences. The results of the RM-ANOVA showed that 
the differences across the independent variable (order 
sequence) were highly significant for the Just 
Imperceptible criterion, weakly significant for Just 
Acceptable and not significant for the other two glare 
criteria. The differences detected had a substantive 
effect size ranging from moderate (0.25≤p2<0.64 for 
JImp) to small (0.04≤p2<0.25 for JA and JU). Not 
substantive differences were found for the Just 
Intolerable criterion (p2<0.04). In the data, the 
magnitude of the effect decreased at higher levels of 
discomfort. Hence, the effect of order on the 
luminance settings made by test participants 
appeared to be weaker for higher glare criteria, 
confirming the observations from Figure 2. Post-hoc 
testing was performed to compare all combinations of 
order sequences for each glare criterion. Statistical 
significance of the differences was calculated using 
two-tailed paired t-tests to determine the locations of 
the differences detected in the RM-ANOVA. The effect 
size was estimated by the Pearson’s r (Table 4). 
 
Table 4. Paired t-test comparisons across order sequences 

MCS Comparison M(SD)1 M(SD)2 MNHST r 

JImp 

Asc. vs. Des. 1,676 (829) 2,484 (1123) -807*** -0.69 

Asc. vs. Ran. 1,676 (829) 1,972 (1005) -296* -0.36 

Des. vs. Ran. 2,484 (1123) 1,972 (1005) 511** 0.44 

JA 

Asc. vs. Des. 2,686 (1065) 3,317 (1707) -631** -0.54 

Asc. vs. Ran. 2,686 (1065) 2,962 (1419) -276* -0.27 

Des. vs. Ran. 3,317 (1707) 2,962 (1419) 354* 0.29 

JU 

Asc. vs. Des. 4,130 (1905) 4,044 (3718) -815** -0.27 

Asc. vs. Ran. 4,130 (1905) 3,922 (2034) 207 n.s. 0.18 

Des. vs. Ran. 4,044 (3718) 3,922 (2034) 1,022** 0.38 

JInt 

Asc. vs. Des. 6,562 (3783) 7,116 (6459) -554 n.s. -0.16 

Asc. vs. Ran. 6,562 (3783) 6,443 (4702) 120 n.s. 0.03 

Des. vs. Ran. 7,116 (6459) 6,443 (4702) 674 n.s. 0.21 

Asc.= Ascending, Des.= Descending, Ran.= Randomised 
Bonferroni corrections: ***highly significant; **significant; 
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*weakly significant; n.s.= not significant; r<0.20= negligible; 
0.20≤r<0.50= small; 0.50≤r<0.80= moderate; r≥0.80= strong 

 
Table 4 reports the results of the t-tests, providing, for 
each glare criterion, the comparison between order 
sequences under examination, the mean (M) and 
standard deviations (SD) of the glare source luminance 
for each sequence, the differences between means 

(M), their statistical significance (NHST), and the 
effect size (Pearson’s r). 
Inspection of descriptive and inferential statistics 
shows no consistent directionality of the sign for the 
mean differences and the effect sizes across all 
comparisons, this being consistent with the adoption 
of a two-tailed hypothesis. Out of the twelve 
comparisons, the differences between mean values of 
source luminance are highly significant in one case, 
significant in four cases, weakly significant in three 
cases, and not significant in four cases. For all settings 
made to the highest criterion of discomfort (Just 
Intolerable), the effect of order sequence was not 
statistically significant. The differences detected were 
mostly of substantive magnitude, with effect sizes 
ranging from moderate (0.50≤r<0.80 in two cases) to 
small (0.20≤r<0.50 in seven cases). Negligible effects 
were detected for three comparisons (r<0.20). 
 
4. DISCUSSION AND LIMITATIONS 
Two experiments were designed to study the potential 
influence of sources of experimental bias on errors 
between predicted and actual discomfort due to glare: 
1) anchor; and, 2) order effects. 
From the anchor effects experimental data, Table 5 
displays, for each MCS level of glare sensation, the 
anchor used, the mean IES-GI, and the corresponding 
glare criterion based on Hopkinson’s scale [15]. 
 
Table 5. Initial anchor and corresponding glare criteria 

MCS Anchor Mean IES-GI  

JImp 

Low 9.81 (No Glare) 

Medium 14.07 (Just Imperceptible) 

High 17.97 (Just Acceptable) 

JA 

Low 13.57 (Just Imperceptible) 

Medium 16.17 (Just Acceptable) 

High 19.92 (BCD) 

JU 

Low 16.45 (Just Acceptable) 

Medium 18.55 (BCD) 

High 21.61 (BCD) 

JI 

Low 20.47 (BCD) 

Medium 22.47 (Just Uncomfortable) 

High 24.42 (Just Uncomfortable) 

 
The results of the anchor effects experiment show that, 
for the same level of glare sensation across the three 
anchors, the mean values of IES-GI correspond to 
different discomfort glare criteria (on Hopkinson’s 

scale). This demonstrates that, when luminance 
adjustment are performed from different anchors, the 
final settings can vary considerably. This finding 
questions the alleged precision of glare index values 
from artificial light sources calculated to estimate the 
levels of visual discomfort perceived by an observer. 
Inferential analysis of the data from the order effects 
experiment confirmed that the sequence of tests had 
substantive influence on the final settings made by 
participants for the same level of discomfort glare. The 
order effect on glare settings appeared to be larger at 
lower levels of glare sensation. 
Before drawing conclusions on the theoretical and 
design implications of these results, some 
methodological limitations need to be acknowledged. 
Among these, it should be noted that in the anchor 
effects experiment the mean IES-GI values presented 
in Table 5 are all lower than the corresponding 
discomfort criterion for the same reported level of 
glare sensation, regardless of the anchor used. 
Although it is difficult to determine the reasons for this, 
it is likely that glare evaluations were influenced by the 
available range of the variable stimulus. In fact, in the 
experimental procedure, the maximum luminance was 
set at 32,000 cd/m2. If a lower or higher maximum 
luminance had been used, the results could have been 
different. The study of range bias needs to be the 
object of further work. 
For the order effect experiment, it must be considered 
that the ascending sequence was used to replicate the 
test methodology used in the mentioned fundamental 
glare studies [4, 5, 6], the descending sequence was 
adopted as its reverse procedure, and the randomised 
sequence was used as a potential good practice to 
overcome order effects [19]. The Ascending vs. 
Randomised comparison, therefore, should reveal the 
differences in results between a study that uses 
Hopkinson’s approach in terms of scale and procedure 
and one that follows good experimental practice. This 
comparison suggests that the magnitude of the order 
effect was significant and substantive (non-negligible 
effect size, r>0.20) for Just Imperceptible and Just 
Acceptable, but not for the other two glare criteria. 
One might question whether combining the data 
obtained under an ascending and a descending order, 
and using the mean as best estimate, might lead to 
results that are in accordance with those achieved 
under a randomised sequence. Randomised orders are, 
in fact, generally considered the most robust 
experimental approach. Where this is not possible, 
taking the mean of results gained using lower and 
upper anchors may provide the best estimates [20]. 
To offer an initial exploration of such hypothesis, the 
mean source luminances of the glare source 
corresponding to the adjustment settings made for the 
four discomfort glare criteria under the ascending and 
descending orders were combined and then compared 
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to the mean source luminance settings made by test 
subjects under the randomised sequence. Figure 4 
illustrates the results of the comparison in terms of 
mean source luminances, standard deviations, and 
mean differences. At the lowest two criteria of 
discomfort glare, the plots show a relatively small 
difference in mean source luminance between the 
combined and the randomised sequences 
(respectively, ΔM= 68.11 and 38.93 cd/m2). At higher 
glare criteria, the mean luminance values obtained 
from the combined data are larger than the 
adjustment settings made under the randomised 
sequence (with differences, respectively, of ΔM= 
615.08 and 436.24 cd/m2). 
 

 
Figure 4. Mean source luminances for the four glare criteria 
under the combined and the randomised test sequences. 

 
This was to be anticipated considering that, as shown 
in Figure 3, at lower levels of visual discomfort, the 
mean source luminance values under the randomised 
sequence fell between the mean values recorded for 
the ascending and descending orders. Conversely, at 
higher discomfort glare criteria, the adjustment 
settings made under the ascending and descending 
orders were both performed at higher luminances 
than the randomised sequence. 
Further testing could not be performed to analyse the 
statistical and practical significance of the differences 
detected since, due to the methods used for the 
collection of our data, the assumption of 
independence could not be met. In fact, the statistical 
significance of the differences cannot be calculated 
when the luminance settings given by the same test 
participant in separate conditions (e.g., ascending and 
descending orders) are combined. However, these 
initial observations can be useful for future 
experimental designs, particularly in the presence of 
constraints in terms of time and resources. 
 
4. CONCLUSION 
While it is not common in discomfort glare research to 
question the procedures used to derive experimental 
data in fundamental studies, there is a need to identify 

key sources of methodological bias to address current 
limitations of glare models [21]. 
In this context, the results of two experiments, 
conducted under artificial lighting controlled 
laboratory conditions, provided statistically significant 
and practically relevant evidence that: 1) luminance 
adjustments used to test the level of discomfort due to 
glare from a bright light source are biased by the initial 
luminance setting (anchor); (2) a luminance 
adjustment experimental procedure is influenced by 
order effects, particularly at lower glare criteria. 
These results suggest the need to critically review the 
test methodology used in glare studies that have used 
luminance adjustments from only a low initial glare 
source setting (anchor bias) and uniquely under an 
ascending sequence of glare stimulus (order effect). 
Conversely, this study demonstrates the importance of 
providing strong reasoning when specifying 
experimental design and procedures for glare 
evaluations, and suggests a need to question the 
robustness of current indices for discomfort glare. 
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ABSTRACT: Buildings in Saudi Arabia consumes approximately 80% of the electricity generated in the country. 
Saudi Arabia’s hot, arid climate, with summer temperatures frequently exceeding 45°C, means that air 
conditioning uses nearly 50% of the country’s electricity, and virtually all the electricity is generated from fossil 
fuels. Passive cooling techniques could be a sustainable alternative to conventional air-conditioning systems when 
integrated properly within a building. A Passive Downdraught Evaporative Cooling (PDEC) tower is considered as 
one of the most efficient passive systems and was investigated in this study. A single storey open plan room with 
a PDEC tower was digitally modelled and then changes in wind direction and architectural form were simulated to 
see the effect on the PDEC performance. IES VE software was selected for the simulations as it can conduct a 
dynamic thermal simulation for PDEC systems. A weather file for Riyadh was obtained from the software 
Meteonorm. The study demonstrated that significant cooling can be achieved by PDEC towers, but that their 
effectiveness was greatly reduced by changes in wind direction linked to opening distributions in the room 
attached to the PDEC tower.  
KEYWORDS: Passive Cooling, Passive Downdraught Evaporative Cooling, Cool Towers, Buffer Zone 

 
 

1. INTRODUCTION  
In 2016 Saudi Arabia was the largest oil consuming 
nation in the Middle East, and 10th in the world, with 
a total consumption of approximately 3.9 million 
barrels per day (b/d). The average direct burn of crude 
oil for power generation is more than 700,000 b/d 
during the summer months [1]. Buildings consume 
approximately 80% of the total electricity generated, 
and air conditioning represent most of that 
consumption [1].  It is obvious that buildings play a 
substantial role in Saudi Arabia’s energy consumption. 
Passive cooling systems can significantly reduce 
cooling demand for buildings. This study investigated 
one such cooling system – the Passive Downdraught 
Evaporative Cooling (PDEC) tower – and assessed how 
architectural form and wind direction affect the 
performance of a PDEC system in a Saudi summer.    
 
2. LITERATURE AND BACKGROUND 
The term ‘passive cooling’ describes a process that 
relies on a natural environmental heat sink to achieve 
cooling. Passive cooling strategies can be classified to 
four major types based on the natural heat sinks: (i) 
Natural ventilation (night ventilation), (ii) night sky 
radiation, (iii) ground cooling, (iv) evaporative cooling 
[2]. Passive Downdraught Evaporative Cooling (PDEC) 
towers are categorized as a direct evaporative cooling 
technique. When hot dry air passes through a water 
medium, the evaporation of the water occurs as 
sensible heat is converted into latent heat, and the air 
temperature decreases as the relative humidity level 

increases. A PDEC tower consists of a wind catcher at 
the top of a tower, an evaporative/water medium, and 
a shaft to deliver the caught, cooled air to an occupied 
space via openings at the bottom of the tower. Hot 
and arid climatic regions provide an ideal environment 
for PDEC systems, and an up to 80% reduction of wet 
bulb depression (WBD) can be produced, which would 
ultimately lead to a significant reduction in cooling 
energy consumption [3]. Contemporary applications 
of PDEC towers can be classified as four different types 
based on the evaporation method [3]: 
 

Cool towers (wetted pads). 
Shower towers (large droplets of spray)  
PDEC with wetted porous ceramic  
Misting towers (misting nozzles) 
 

In this study, the PDEC with misting approach was 
used. The flexibility to control water pressure and 
droplet size in this technique makes it the most 
efficient among the various options [3]. A smaller 
droplet size increases the evaporation rate, which 
leads to a higher amount of cooling. 
Due to the climatic dependency of the PDEC system, 
several factors can affect PDEC performance. These 
factors include climate, the tower geometry, the tower 
height, water droplet size, water flow rate and the 
evaporation technique. Several recent studies have 
investigated, analytically and experimentally, some of 
these factors [4,5]. However, most studies have 
treated the PDEC tower as a standalone structure. In 
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this study the tower was coupled to a large room and 
openings in the room were altered to see the influence 
of the attached building’s architectural form on PDEC 
performance.   
 
2.1 PDEC case study with misting nozzles 
The Torrent Research Centre in Ahmadabad, India 
involved the first large application of misting nozzles 
spraying in to the top of a tower inlet. The Centre had 
incorporated the PDEC system in to four buildings. In 
each building the PDEC system was located above a 
central atrium separating offices from laboratories. 
When the outside temperature reached its maximum, 
the PDEC could reduce the interior temperature by 
between 10 to 15°C. The system has achieved a 64% 
energy savings in cooling demand when compared to 
a conventional air conditioning system [6]. 
  
2.2 Climate of Riyadh, Saudi Arabia 
     Riyadh, latitude 24.65°N, in the central region of 
Saudi Arabia, was the chosen site for this study. Its 
climate is characterized as hot and arid, with external 
dry bulb temperatures (DBT) in summer reaching 45°C 
(Fig. 1). The average DBT and wet bulb temperatures 
(WBT) are 36.5°C and 18.8°C, respectively. The 
daytime relative humidity is below 20% during the 
same period. The prevailing wind directions during the 
summer season are north and north-west (Fig. 2). The 
high potential for PDEC systems in Riyadh is because 
of the significant difference between dry-bulb and 
wet-bulb temperature (WBD). 
 

 
Figure 65: Range of mean hourly summer dry bulb 
temperatures, Riyadh. Source: epw.klimaat.ca 

 
3. RESEARCH METHODOLOGY 
This study aimed to evaluate the effect of the 
architectural design of a space linked to a PDEC tower. 
The purpose of the research was to maximize the 
performance of the PDEC tower in Saudi Arabia by 
improving the architectural design of the coupled 
building to act as one integrated design. 

            
      
Figure 66: Frequency of wind direction and speed in summer, 
Riyadh. Source: epw.klimaat.ca 

 
This study evaluated how wind direction and the 
addition of a buffer space to a room impacted on 
PDEC performance. A PDEC tower was located 
centrally and internally against the rear north wall 
of a single storey room connected to the tower (Fig. 
3). The developed computer model applied the 
typical construction/material details of Saudi 
Arabia. The model construction specification is 
described in Table 1, and the tower specifications in 
Table 2. Most of the literature considers either 4:3 
or 3:2 as a suitable aspect ratio for a rectangular 
tower. The dimensions of this study’s tower cross-
section were 1.6m x 2.5m, following the 3:2 aspect 
ratio.  The width of the tower was parallel to the 
direction of the prevailing wind direction.  
A previous study recommended a tower height of 
double to triple the width of the tower [5]. As a 
result, a tower height of 5m was initially set for this 
study. At the base of the tower three openings 
faced the room and had a total opening area of 3.43 
m2. A horizontal clerestory window was placed in 
the room’s south façade with an opening area of 
3.55m2 (i.e. slightly larger than the tower’s supply 
openings). This model was used as the base case 
design for the computer study (Fig. 3). Other 
opening configurations were also tested (shown in 
Fig. 13). 
IES VE software was selected for the study as it can 
simulate PDEC systems that use misting nozzles and 
changeable cooling efficiency rates [7]. A current 
epw weather file for Riyadh was produced from 
Meteonorm, which is a commercial weather 
reference software tool [8]. Two different weather 
scenarios were tested in the simulations – (i) a very 
hot July day with northerly winds and (ii) a slightly 
cooler August days with some southerly winds.    
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Table 1: Construction specifications for the building 
Table 2: PDEC tower parameters and specifications 

 
 

 
Figure 3: Base case building model and PDEC tower 
geometry 
 
3.1 Model Validation 
To check that the IES model had been configured 
correctly, the model was tested against experimental 
data derived from a European Union (EU) PDEC project 
[9].  The experimental building, shown in Fig. 4, was 
built in Catania, Italy, and consisted of a tower with 
two rooms attached to the north and south sides of 
the tower [9]. The PDEC tower dimensions were 4.1m 
x 4.4m x 10.7m. The wind catcher had two openings, 
each measuring 1.7m x 3.7m, and facing the east and 
west, which represented the prevailing wind direction. 
Data loggers were placed outside and within the 
building. The outdoor data recorded included solar 
radiation, air temperature, relative humidity, wind 
direction, and wind speed. Air temperatures and 
relative humidities were measured at different 
locations within the tower and the room. 
A model of the Catania tower was created in IES VE. All 
the building details and opening profiles were 
considered when running the simulation. The 
simulation was run for 24 hours for the 30th July at a 
two minute time step.  
 

 
 

 
 
 
 
 
 

 
 
The IES results for the north-coupled room were 
compared with average measured data. Figs. 5 and 6 
show the good agreement between the measured and 
predicted data for the internal DBT and relative 
humidity, which gave confidence to develop an IES 
model for the Riyadh tower and room.  
 

 
Figure 4: Experimental PDEC tower built in Catania [9]. 
 

4. RESULTS AND DISCUSSION 
For the Riyadh tower the efficiency of the PDEC system 
was set in the IES model to be approximately 80% of 
the dry bulb to wet bulb temperature (wet bulb 
depression). Two days (scenarios) were considered. 
For scenario (i) on July 29th the maximum external air 
temperature peaked around 46°C mid-afternoon while 
the maximum external wet bulb temperature was 
around 21.5°C. The average external relative humidity 
was 14%. 
Fig. 7 shows the wind speed and wind direction for July 
29th generated from the weather file using IES 
software. The right vertical line represents the wind 
speed. The left vertical line refers to the wind direction, 
with the convention that a wind direction from the 
North is 0°, East 90°, South 180° and West 270°. 

 Construction Specifications 

Building Height 3.5m 
Floor dimensions 7.5m x 9m 
Floor area 63.75 m2 
External walls 25mm external cement plaster + 100mm hollow concrete block + 50mm expanded 

polystyrene + 150mm hollow concrete block + 25mm internal cement plaster 
Roof gravel + 100mm expanded polystyrene + membrane+ 200mm concrete slab 
Glazing 6mm outer pane + 12mm cavity + 6mm inner pane 
South opening area 3.55 m2 

 PDEC tower specifications 

Assumed cooling efficiency 80% 
Tower Height 5m 
Tower cross-section Dimensions 1.5m x 2.5m 
Wind Catcher Four sides louvres with 80% openable area (total area: 5.76 m2) 
Supply openings Three openings facing the room (total area: 3.43 m2) 
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Figure 5: Comparison between measured and predicted 
internal air temperatures in room in Catania PDEC tower 
 

 
Figure 6: Comparison between measured and predicted 
internal relative humidities in room in Catania PDEC tower  
 

The sharp fluctuation in the wind direction line does 
not necessarily mean a big change in the wind 
direction. For instance, in Fig. 7, the wind direction was 
approximately between 250° and 325° (WNW) for 
most of the day, and then suddenly swung around to 
15° (NNE) at 14:00. This means the wind direction has 
only moved from WNW to NNE although the change 
looks more dramatic on the graph. Thus, for scenario 
(i), the winds were mostly from the north (i.e. directly 
on to the tower) with a maximum wind speed of 
4.6m/s (Fig. 7). Fig. 8 shows the hourly external dry 
bulb and wet bulb air temperatures and the PDEC-
generated internal air temperatures in the room. Fig. 
8 shows how effective the PDEC system was, with a 
peak internal temperature around 27.2°C compared to 
an outdoor peak around 46°C. The internal relative 
humidity dramatically increased to around 60% during 
the day (Fig. 9). This is attributed to the stable weather 
conditions and lower humidity levels during the day 
(Figs. 7 and 9).  
For scenario (ii) on August 2nd the day was slightly 
cooler, with a maximum external DBT and WBT of 
around 40°C and 18.7°C respectively, and a mean 
relative humidity around 15%. The wind direction was 
mostly from the north west but changed to the south 
and south east from 14.30 to 16.30 and 20.00 to 21.00 
and so struck the building before reaching the tower 

(Fig. 10). The wind speed was higher compared to 
scenario (i), increasing through the day and reaching 
9.2m/s around 16.00 (Fig. 10). 
 

 
Figure 7: Wind speed and wind direction, July 29th. 

 

 
Figure 8: External and internal air temperatures, July 29th. 

 

 
Figure 9: External and internal relative humidity, July 29th. 

 
The results for scenario (ii) were not as expected when 
compared to those from scenario (i), with a reduction 
in the PDEC effectiveness being observed that was 
related to the unstable weather conditions. Figs. 10 
and 11 show how the change in wind direction greatly 
reduced the effectiveness of the PDEC tower between 
14.30 and 16.30 and between 20.00 and 21.00, when 
the wind direction became southerly. Internal 
temperatures peaked around 35.5°C and stayed higher 
than in the July scenario. The internal relative humidity 
had dramatically decreased when the winds were 
southerly (Fig. 12). This suggests that the clerestory 
window opening in the south façade was allowing a 
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positive pressure to be generated in the room that 
acted against the ingress of cool air from the tower. 
 

 
Figure 10: Wind speed and wind direction, Aug 2nd. 

 

 
Figure 11: External and internal air temperatures, Aug 2nd. 

 

 
Figure 12: External and internal relative humidity, Aug 2nd. 

 
Since wind direction played an important role in the 
performance of the PDEC tower, a double-skin type 
buffer zone corridor was then created on the south 
façade to test if the window could be protected and 
the tower performance improved for southerly winds. 
The buffer zone and the further improvements were 
developed based on recommendations from the 
literature [10]. The parameters that have been 
considered included buffer depth, buffer height, 
opening sizes, and opening placement. The 
investigation included many different configurations 
to improve the air movement of the PDEC within the 
space. Several cavity depths were tested, and it was 
found out that this parameter had no large influence 
on the overall performance of the PDEC tower. So, a 

cavity depth of 0.4m was chosen for this study. Three 
configurations were chosen for this study in addition 
to the base case (Fig. 13). These three configurations 
represented the major changes that has been 
discovered during the research modelling process. The 
first configuration had two openings located at the 
floor and ceiling of the buffer zone. The second 
configuration had two openings at the top north and 
south side of the buffer zone in addition to the floor 
opening. The floor opening was removed for the third 
configuration. 

 
Figure 13: Base case and the three different configurations 

 
Fig. 14 shows the internal air temperatures for the July 
29th (northerly wind) conditions for the base case 
without the buffer zone and the three different zoned 
configurations. The addition of the buffer zone had 
little impact on the July tower performance, which 
might be expected for northerly low speed winds. 
However, Fig. 15 shows the positive impact of the 
buffer zones on the August tower performance during 
southerly wind conditions between 14.30 and 16.30 
and between 20.00 and 21.00, but there was a 
negative impact after the wind changed direction. An 
interesting finding was that the internal temperature 
went up between 12.00 and 14.00, and between 16.30 
and 18.30 when winds were blowing from north. The 
only logical explanation for this change was the higher 
wind speed as this scenario was working properly 
during steady wind conditions. The pressure increases 
on the buffer openings due to higher wind speeds has 
affected the performance negatively. So, the first 
configuration would provide better results only for 
southerly winds and lower wind speed conditions, 
otherwise, the base case performed better most of the 
time as the prevailing wind direction was northly. 
For the second configuration, the top opening was 
replaced with two openings at the top north and south 
side of the buffer zone. This was developed to 
minimize the positive pressure of the wind speed, so 
the leeward side opening could negatively pressurize 
the buffer zone. Although the results showed that the 
situation had improved, the negative effect of the 
wind speed still had an impact on this configuration 
(Fig. 15). 
The bottom opening was then eliminated for the third 
configuration. The purpose behind this was to create a 
stack effect within the buffer zone. The results showed 
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that significant improvement was achieved during this 
scenario (Fig. 15). This configuration gave the best 
results compared with the other scenarios for most of 
the time and during different weather conditions. The 
two upper openings had decreased the pressure 
within the buffer zone cavity while the elimination of 
the bottom opening helped to create a stack effect. 
 

 
Figure 14: Comparison between results of the base case and 
the three buffer zone configurations, July 29th 

 

 
Figure 15: Comparison between results of the base case and 
the three buffer zone configurations, Aug 2nd 

 
Although many summertime simulations have been 
made, the two scenarios presented here give a good 
representation of how the PDEC system performed for 
a range of summer wind speeds and wind directions. 
Due to a limitation on number of pages, it was not 
possible to represent more analyses here for the 
whole summer. However, it should be mentioned that 
the findings that were observed in the second scenario 
(Aug 2nd) occurred during many other days (e.g. Jun 4th, 
Jun 6th, Jul 2nd, Aug 8th etc.), and under similar weather 
conditions. Overall, the PDEC tower performed well as 
Riyadh has a climate that is generally dry and hot 
throughout the summer. Full season analysis and 
representation in the future is highly recommended to 
better understand the overall performance of the 
PDEC system and will be presented in future work. 
 
 
 

4. CONCLUSION 
This paper has investigated the impact of architectural 
form on the performance of a PDEC tower. The tower 
was virtually created and linked to a room. The 
software IES VE was used to conduct the simulation of 
the PDEC system, and the tower’s predicted 
performance was impressive in Saudi Arabian climatic 
conditions. However, the performance was affected 
by changes in wind direction and wind speed. A buffer 
zone was added to the south side of the coupled space 
to minimize the negative effect of the winds. By 
assessing many configurations of the suggested 
solution, the performance was improved significantly. 
Further analysis, involving modelling and monitoring, 
will be conducted to better understand the 
relationships between the tower and room factors. 
Other architectural elements, such as roof openings 
might improve the performance of the PDEC system 
and provide more architectural design options. 
Detailed analysis including CFD would also provide a 
deeper understanding of the findings. 
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ABSTRACT: Evaporative cooling has been proved as one of the most efficiency strategies to cool down air 
temperature. In this paper, the performance of a device that combines the sun protection with fresh ventilation 
using evaporative cooling is presented. This strategy has been used as heat exchanger in vertical set up, but this 
configuration precludes the solar protection. The experimental trial was taken in Colima, Mexico, where the 
climate is classified as hot sub-humid Aw0, according to Köppen. In the experimental stage, two equal devices 
were compared. One of the remained as control and the other one using water to apply the indirect evaporative 
cooling as a case. The maximum difference of temperature between the entrance air and the exit was of 8 K° in 
the experimental cell versus 5.5 K° of the reference cell. Indirect evaporative cooling strategy improves the 
reduction of heat exchange around the device. This allows to used louvers to block solar radiation and to pre-cold 
the air before introducing it to the space. 
KEYWORDS: Indirect evaporative cooling, Solar shading devices, Convective cooling 

 
 

1. INTRODUCTION  
In hot humid climates inside the tropics, the best 
passive strategies to apply are the sun protection and 
ventilation [1, 2, 3]. There are many shading 
configurations for the devices to protect or allow some 
amount of solar radiation for the inner space. One of 
the best solar protection devices are the louvers. 
Almost any material can be used to build louvers, but 
the most commons are woods, plastics, and metals. 
Usually, shading and ventilation are opposite when the 
louvers are used. When the louver is working correctly, 
the surface temperature of each louver receives solar 
radiation avoiding it to get inside the space but raising 
up the surface temperature and the air temperature 
above each louver. If the window is open to let the air 
pass through, the pre-heated air is the one that passes 
over it. So, the inhabitant decides if keeps the windows 
closed avoiding hot air but having shaded his inner 
space or open it raising up the temperature. 
The evaporative cooling (EC) consists in the transfer of 
heat between air and water. When this occurs, both 
air and water present a decrease of the temperature 
due to the transfer of latent heat to sensible heat 
thanks to the evaporation of water. This is how dry air 
sets the temperature as its humidity increases, until it 
reaches the point where it will not be possible to 
evaporate more water (saturation). 
Indirect evaporative cooling presents the same 
principle, but in this there are at least two separate air 
flows, the first is cooled by IEC, while the second is 

cooled by heat conduction between these air flows, 
without being combined [4] 
In this paper, the performance of a device that 
combines the solar protection with fresh ventilation 
using evaporative cooling is presented. Evaporative 
cooling has been proved as one of the most efficiency 
strategies to cool down air temperature [5, 6, 7, 8]. 
This strategy has been used as heat exchanger in 
vertical set up [9], but this configuration precludes the 
solar protection. 
The experimental trial was taken in Colima, Mexico. 
According to Köppen [10] the climate is classified as 
Aw0 hot sub-humid. 
In the experimental stage, two equal devices were 
compared. One of the remained as control and the 
other one using water to apply the indirect 
evaporative cooling as a case. The maximum 
difference of temperature between the entrance air 
and the exit was of 8 K in the case versus de 5.5 K of 
the reference. 
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2. METHOD 

 
Figure 1. Map of southwest México. 

 
The experimental trial was carried out in the city of 
Villa de Álvarez, Colima, Mexico (Figure 1) which is 
located between latitude 19 ° 16 '53 "North and 
longitude 103 ° 44' 18" West. The climate according to 
Köppen is warm sub-humid (Aw0) (Figure 2). The 
annual mean temperature is 28.0 °C and RH is 49%. 
The maximum temperature occurs in April with 40.8 °C 
and the minimum in February and March with 12.5 °C. 
For humidity, the maximum occurs in September with 
82.7% and the minimum in March with 19%. Three 
seasons can be identified; warm sub-humid (in colour 
gray) in the months of January, February and March 
with a mean temperature of 23.3 °C and mean RH of 
43%. Hot sub-humid (in colour orange) from April to 
June and December with a mean temperature of 25.2 
°C and mean RH of 45%. Finally, the hot humid season 
(in colour blue), from July to November, has a mean 
temperature of 25.3 °C and mean RH of 55%. 

 
Figure 1. DBT and RH of Villa de Álvarez, México. 

 
The main purpose of the device (Fig. 4) is to apply the 
indirect evaporative cooling of the water inside of it to 
reduce the temperature of the water, the device and 

the air above and below it. It allows to be used as 
shading and ventilation device.  

 
Figure 3. Operation of the cooling system. 

 
A comparative analysis was performance with two 
cells (Fig. 2). To compare the efficiency of the 
evaporative cooling, two devices were built but only 
one was tried with 80 ml of water (experimental cell), 
and another one without water (reference cell). To 
distribute and to improve evaporation rate inside the 
device, a porous media was placed inside of it [4, 11].

 
Figure 4. Experimental and reference cells. 

 
The experimental cells worked as wind tunnels were 
the air could circulate inside them. The inside 
dimensions are 0.24 m high, 1.22 m large and 0.38 m 
wide. The material was polystyrene of 0.05 m width 
used as insulation to avoid heat from solar radiation. 
long, 0.28 wide and 0.04 m high.  
  

 
Figure 5. Top view of experimental cell. 

 

 
Figure 6. Side view of experimental cell. 
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Each cell is composed of four pieces of polystyrene, 
which were joined with industrial tape of 5.08 cm of 
thickness. This provided the necessary structural 
solidity and in turn managed to seal the joints between 
the pieces, thus avoiding air filtrations. 
 Each experimental cell has a device inside of it (Fig. 6 
and 7). which aims to be a cooling system by indirectly 
evaporating a liquid. The dimensions of the devices 
were 0.61 m the dimensions of the devices were 0.61 
m long, 0.28 m wide and 0.04 m high. 
 

  
Figure 6. Cooling device before being sealed. 

 
A high conductivity material was used for the surface 
of the device to improve the exchange of energy 
between the inside and the outside of the device. The 
material used was aluminum, where they were placed 
sheets in all contact areas (Figure 6). 
The lateral sides were made of transparent plastic of 
3mm of thickness, to maintain the visibility of the 
device, allowing to log the humidity and observe the 
progress in water evaporation. 
To remove the saturated air, the addition of water and 
the monitoring of the device, two openings were 
placed opposites to introduce low RH air and take out 
high RH air from inside the device. The perforations 
(0.0125 cm of diameter), were made on both acrylic 
plates of each device. In each opening, funnels were 
placed to improve the quantity of introduced air. The 
material used was PVC of 0.0125 m wide. A material of 
low conductivity to avoid energy exchanges through it. 

 
Figure 7. Cotton blanket inside the device 

 
In order to spread the water added into the device 
over the entire contact surface, a cotton blanket was 
used inside the device (Figure 7), which allowed 

absorbing and preventing water from accumulating at 
a single point [4, 11] 
 Finally, the rest of the device was sealed to avoid 
relative humidity (RH) air infiltration into the wind 
tunnel. 

 
Figure 8. Funnel to maximize ventilation 

 
A 0.15m diameter funnel was attached to the end of 
each tube (Figure 8). The function of these was to 
maximize the amount of air that entered the device, 
avoiding saturation and allowing an optimal indirect 
evaporative cooling. 
The external pipe that connects the device with the 
funnels was covered with expanded polyurethane 
foam, to avoid solar energy gains, in this way the entire 
experimental cell was completely insulated from 
external factors, allowing to obtain more accurate 
data in the measurements. 
 
2.1 Equipment 
In order to analyze the dry bulb temperature and the 
external relative humidity, two HOBO U12-012 - data 
loggers were used inside each experimental cell. They 
were placed in the opposite sides of each cell (located 
at 0.20 m) to log the air temperature at the entrance 
and the exit of the device, on bases of 0.08 m of height 
of expanded polyurethane (Figure 9 and 10). 
The specifications of the HOBO U12-012 – Data logger 
are measurement range: Temperature: -20° to 70°C (-
4° to 158°F), RH: 5% to 95% RH. Accuracy: temperature: 
± 0.35°C from 0° to 50°C (± 0.63°F from 32° to 122°F), 
RH: ± 2.5% from 10% to 90% RH typical, to a maximum 
of ±3.5%. 
The dry bulb temperature and the relative humidity 
inside the device were analyzed, in order to identify 
the level of saturation, and thus to know if the 
ventilation inside the device is adequate or insufficient. 
To carry out this measurement, a Micro-station Data 
Logger H21-002 was used, in conjunction with 12-bit 
external temperature / humidity sensors, which were 
located inside each device, in the previously designed 
duct.  
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The specifications of the HOBO Micro Station Data 
Logger H21-002 are operating range: -20° to 50°C (-4° 
to 122°F) with alkaline batteries, -40° to 70°C (-40° to 
158°F) with lithium batteries. 12-bit external 
temperature / humidity sensor measurement range: 
temperature: -40° to 50°C (-40° to 122°F) in water; -40° 
to 100°C (-40° to 212°F) in air.  RH: 0-100% RH at -40 ° 
to 75 ° C (-40 ° to 167 ° F); exposure to conditions 
below -20 ° C (-4 ° F) or above 95% RH may temporarily 
increase the maximum error of the HR sensor by an 
additional 1%. Accuracy: temp de precision: w/U12: 
±0.25°C from 0° to 50°C (±0.45°F from 32° to 122°F) RH: 
+/- 2.5% from 10% to 90% RH (typical), up to +/- 3.5% 
including hysteresis at 25 ° C (77 ° F); below 10% and 
above 90% ± 5% typical. 
 

 
Figure 9. Top view of data loggers in experimental module 

 

  
Figure 10. Side view of data loggers in experimental module 
 
2.2 Experimental cases 
The experimental cells were arranged parallel to 20cm 
each other, pretending that the same amount of air 
was admitted to both devices. These were oriented to 
the southwest, to make the most of the dominant 
diurnal winds. 

 
Figure 11. Selection of cases for experimentation 

 
Experimental cell (Device with water) 
Polystyrene cell, with the evaporative cooling device, 
with 80ml of water inside. 

Data logger "B" was located in the air inlet, and data 
logger "A" in air outlet 
 
Reference cell (Device without water) 
Polystyrene cell, with evaporative cooling device, 
without water inside. 
The data logger "D" was located in the air inlet, and the 
data logger "C" in the air outlet 
 
2.3 Calibration 
Before carrying out the measurement, a calibration of 
the data loggers was carried out for a week, in order 
to compensate for the differences in measurement 
between the same equipment. 
For this, the data logger "A" was chosen as a reference, 
and by means of a correlation of the obtained values a 
linear correlation equation was obtained between 
each device, with which the measurement difference 
could be compensated. 
 
Table 1. Inter-Device correlation table 

 Reference/ 
Device B 

Reference/ 
Device C 

Reference/ 
Device D 

r R² = 0.9993 R² = 0.9991 R² = 0.9951 

Ecuation y = 1.0078x - 
0.2616 

 

y = 1.0016x - 
0.0653 

 

y = 0.9634x 
+ 1.0589 

 
 

 
Figure 12. Calibration of data loggers. 
 
2.4 Periodicity 
The experiment was performance for 48 hours (13th 
and 14th) of November 2017. The water (80 ml) was 
placed inside the device (experimental cell) at 11:00 
o’clock civil hour. Two hours before local zenith. Dry 
bulb temperature was logged each five minutes.  
 
3. RESULTS 
After the experimentation stage, the data obtained 
was analyzed and graphed, some of which are shown 
in the following graph (Figure 13). It can be 
appreciated the temperature difference between the 
air intake and data logger, and the air output data 
logger. 
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Figure 13. Graph of difference K between the experimental 
cell and reference cell (November 13th). 

 
In the hours of higher temperature (Fig. 17) a better 
cooling performance of case 1 can appreciate, with a 
difference of up to 2.5 K° at some moments, and up to 
an average of 0.8 K° during the hours when solar 
radiation affects with greater intensity. 
 

Figure 14. Graph of difference K between experimental cell 
and reference cell (November 14th). 

 
Afterward, we continued to analyze the data obtained 
inside the evaporative cooling device, through the 
Micro-station data logger, in conjunction with external 
sensors for relative humidity. It can be appreciated in 
the graph of November 13th (Fig. 18), where it is 
observed that in the hours when solar radiation does 
not affect, the relative humidity levels are similar in 
both cases, but just when the sun begins to warm the 
outside air, the relative humidity of reference cell 
drops considerably, while the experimental cell 

remains constant, reaching to such an extent that it 
reaches a point close to saturation. 
 

Figure 15. Graph of relative humidity within the cells 
(November 13th). 

 
The measurement made on November 14 (Fig. 19) 
shows results similar to those represented on 
November 13, where it is appreciated that the relative 
humidity of both cases is similar until the heat begins 
to affect the outside air. This shows that the 
ventilation inside the device was insufficient when 
extracting the saturated air inside. 
 

 
Figure 16. Graph of relative humidity within the cells 
(November 14th). 

 
4. CONCLUSION 
A single louvers trial was presented as experimental 
device. Indirect evaporative cooling improves the 
reduction of heat exchange below the device. The 
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average reduction of the air against the cell without 
evaporative cooling goes around 2.2 K. An important 
reduction if it is considered that just natural ventilation 
is used combined with solar shading devices. 
These results are presented in the humid season. 
Better results are expected for the dry season where 
the evaporation rate is higher than present. 
The final configuration of the device assumes the 
repetition serial of the experimented device one over 
other to complete a shading device for a vertical 
opening. This allows to used louvers to block solar 
radiation and to pre-cold the air before introducing it 
to the space.  
The thermal performance of the indirect evaporative 
cooling device could increase if it manages to 
maximize the inflow of air, which would allow to 
decrease the relative humidity inside it. It is important 
to bring back that these high humidity air will not be in 
touch with the cooled air that is introduced into the 
space. 
Is considered convenient for future investigations to 
carry out the experiment under controlled conditions, 
where the main intervening variables can be modified, 
such as solar radiation and ventilation, in order to 
obtain data with greater precision. 
As limits or inconveniences could be mention the 
requirements to introduce water into each louver and 
to evacuate the humidified air from the louvers into 
the exterior ambient avoiding to mixed with the inlet 
flow into the space.  
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ABSTRACT: The study investigated potentials of rice husk ash as a replacement for Ordinary Portland Cement in 
the production of Compressed Earth Block (CEB) with a view to reducing building construction cost and the 
embodied energy of the blocks in the context of Nigeria.  Graded levels (i.e. 10, 20, 30 and 40%) of RHA replaced 
cement in the mix for CEB moulding. The results of X-ray diffraction showed that RHA contained 80% SiO2.  Also, 
the results of the compressive strength, water absorption capacity, and bulk density testing indicated that low 
compressive strength, high water absorption capacity, and low bulk density exhibited by RHA-CEB make doubtful 
the suitability of RHA as a partial replacement for Ordinary Portland cement in the building construction in the 
wet regions.  However, RHA could find useful application as a stabilizing agent in CEB rather than as a partial 
replacement of cement. 
KEYWORDS: Ordinary Portland cement, Rice Husk Ash, Compressed Earth Block, Low-Cost Housing. 

 
 

1. INTRODUCTION 
The rate of urbanization in Nigeria has increased 
significantly in the last decade. These episode has led 
to rise in population in the cities which has caused 
shortage of dwelling units. These shortage has led to 
overcrowding, high rent, poor living condition and 
poor infrastructure [1]. The need to provide low cost 
houses in Nigeria cannot be over emphasized.  Indeed, 
Nigeria is estimated to have 17-million-unit housing 
shortfall, and unfortunately about 62% of Nigerians 
live below the international poverty line [1], which 
makes it difficult for them to afford modern day 
building.  Over 90% of low-income earners cannot 
afford decent accommodation even if they saved 
100% of their income for 10 years [2].  Government’s 
efforts at solving the problem of housing shortage 
proved futile because it ended in providing costly and 
unaffordable houses. 
It is noticed that construction materials accounts for 
60-70% of the total cost of building construction [3], 
hence the use of cheaper, available and suitable 
alternative materials could contribute to housing 
sustainability in future.  In this regard, use of earth 
material in building construction may find useful 
application.  While the use of earth material is not new 
in Nigeria, it is necessary to improve the strength and 
durability of such construction materials if intended 
for the construction of multi dwelling unit. 
Compressed earth block (CEB) is earth material that 
needs stabilization to improve on its mechanical 
properties [4, 5].  The use of several agricultural waste 
products has been used as stabilizer in other building 

materials other than CEB, example of such agricultural 
waste includes rice husk ash [5, 6], waste sugarcane 
bagasse [6, 7], palm oil fuel ash [8], sawdust or wood 
ash [6], etc. RHA is preferred because the government 
has invested heavily in rice production to shift the 
economy from being crude oil-dependent to 
agriculture.  By this the agricultural sector would 
increase and waste will be generated.  Such 
agricultural wastes should therefore be reused to 
avoid the pollution which will be at the result of 
disposal. 
Cost of cement has been of concern in the provision of 
sustainable housing. The production of cement leads 
to 7-8% global CO2 emission[9].   The material 
functions as a binding agent in compressed earth block 
moulding.  Sourcing acceptable alternative low-cost 
binding agent will significantly reduce cost of providing 
housing. Rice husk ash, like other sustainable 
pozzolans will serve useful application here [5, 6].  
Kazmi [10] suggested that addition of RHA in brick 
manufacturing could lead towards sustainable and 
economical construction.   
Apart from reducing cost, RHA’s utilization in 
construction will displace the use of cement in the 
construction industry thereby reducing pollution as 
result of production and utilization of OPC. In 2010, 
construction industry utilized 32% global energy 
consumption. 19% of the total consumption was as a 
result of total energy was as a result of greenhouse 
gases [11]. Rice husk ash can be used to produce 
alternative binder(pozzolan), a geopolymer or an alkali 
–activated binders, these binders can be used to 
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produce 73% lower greenhouse gas emission, 43% less 
energy consumption, 25% less water when used in the 
production of conventional concrete [9]. Also, RHA 
requires lower embodied energy compared to cement 
hence its use will save energy cost [12].  Rice husk ash 
being a product of agricultural production will raise the 
farmers’ income.  It will be worthwhile to see the 
possibility of replacing cement with rice husk ash in 
compressed earth block. 
The present study is aimed at investigating the 
potentials of RHA as a partial replacement for Ordinary 
Portland Cement in the production of CEB for the 
construction of residential houses. 
 
2. MATERIALS  
The materials to use for CEBs are; laterite soil, 
Ordinary Portland Cement (OPC) and RHA.  
 
2.1 Lateritic soil 
It has been described as highly weathered tropic or 
sub-tropical residual soil varying in size from clay size 
to gravel [13]. Features characterizing of strong 
weathering of silicates, the release of Iron oxides and 
prevalence of kaolin. They are formed from different 
geologies of silicate rocks and limestone [14]. Laterite 
remains one of the best natural material to be used in 
CEB because its well graded soil that combines both 
cohesive (silt and clay) and non-cohesive soil (sand and 
gravel) part of soil which have natural binding property 
as well as present of most chemical binders. The colour 
varies from light brown to rusted red, when drainage 
is poor in laterite soil, black cotton soil is formed. [13]. 

 
2.2 Ordinary Portland cement 
Cement is manufactured from calcium carbonate in 
the form of crushed limestone or chalk and 
argillaceous material such as clay, marl or shale. The 
process involves decarbonisation of calcium carbonate 
(chalk or limestone) by expulsion of carbon dioxide 
and sintering [15]. During the production of OPC, the 
kiln is fired at temperature as high as 1480oC [16]. 
The production of cement emits pollutants including 
carbon dioxide, sulphur dioxide and at extremely high 
temperature the material can emit heavy metals. Dust 
is another pollutant in the environment that can cause 
skin allergies[17]. 
 

2.3 Rice Husk Ash 
The Chemical composition of RHA is largely dependent 
on the type of paddy, soil type and condition, 
geographical conditions, combustion temperature, 
and cooling method. RHA pozzolan is prepared by 
burning RH at a controlled temperature ranging from 
600-800oC and cooled uniformly to maintain 
amorphous silica content of 77-95% [8, 18-20].  The X-

ray Diffraction (XRD) device can be used to identify the 
different phases within RHA:  
a. Cristobalite (Crystalline phase) 
b. Glass phase – SiO2 (amorphous phase) 
The required phase for RHA in pozzolans is the 
amorphous state.  
 

3. PRODUCTION OF RICE HUSK ASH  
Method 1 

The rice husk ash used for the test was gotten form 
Abeokuta, Ogun state in Nigeria. The rice husk was first 
charred to remove the moisture and organisms from 
the waste using a local burning method in a local mud 
pot. The colour of the husk changed from cream to 
black and the husk reduced to about half its size in 
mass. The charred husk was then combusted in a 
furnace for about 2-3 hrs at temperature ranging from 
550-780oC. The furnace was left to cool for about 24 
hrs before the RHA was brought out of the furnace. 
The colour of the resulting rice husk ash was whitish 
grey colour.  
 

 

 
Figure 1. 80% SiO2 (xrd analysis software) 

Method 2 

The rice husk was combusted directly in the furnace 
for 21/2 hrs- 3hrs. The colour of the rice husk changed 
from cream to whitish grey. The furnace was fed with 
the same quantity of husk used in ‘method 1’, the 
burning of the hush took a long time and cost more 
because the mass of the husk has not been reduced 
from the charring step which removes moisture and 
organisms. The second method was introduced to 
reduce the time of production process. 
A representative sample was analysed using XRD to 
establish that the RHA had a suitable proportion of 
amorphous material, which was confirmed (see Figure 
2). 
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Fig 2 Method 2- 96% SiO2 xrd analysis software 
 

Pozzolan has been defined as siliceous or siliceous and 
aluminous material, which when in a finely divided 
form and in the presence of moisture chemically react 
with calcium hydroxide at ordinary temperatures to 
form compounds possessing cementitious properties 
[10].  The RHA used in this study contained amorphous 
SiO2  of 80% (Figure 1) and 96% (Figure 2) that suggest 
it could have pozzolanic properties in the presence of 
moisture and cement.  Also, that it could be used as 
stabilizing agent in CEB or as partial replacement for 
Ordinary Portland cement. 

 
4. EXPERIMENTAL PROCEDURE 
The mix ratio 1:10 of OPC and laterite was used for the 
moulding of the control CEB.  Then, the cement 
portion was replaced with graded levels of RHA at 10, 
20, 30 and 40% to give five experimental treatments.   
The resulting mixes were fed into the CEB Pressing 
machine to produced CEB with and without RHA 
inclusion.  All the CEB were then allowed to cure for 14, 
21 and 28 days.  The blocks were placed on a platform 
outside in the open, covered with nylon, and then wet 
with water daily to achieve curing for the respective 
periods.  The wetting prevented the blocks from drying 
fast and cracking during curing. 
 
4.1 Laboratory Tests 
Duplicate samples of blocks were removed randomly 
from the control and RHA-CEB treatment groups for 
laboratory tests.  Compressive strength and water 
absorption capacity are tested as described in BS EN 
771-1. Bulk density is described as the mass per unit 
volume each block. 
 
4.2 Results 
Results of compressive strength of experimental CEB 
cured for 14, 21, and 28 days are shown in Figure 3.  
The results show that compressive strength of the 
blocks varied with varying levels of RHA inclusion in the 

mix.  The highest values were recorded in the control 
group (0% RHA) thus suggesting that inclusion of RHA 
in the mix resulted in the lowering of compressive 
strength.   
 

 
Figure 3. Compressive Strength of CEBs with varying RHA 
levels cured for 14, 21 and 28 days: (3 samples per data point 
given 

 
The trend in the compressive strength of the CEB as 
affected by the RHA inclusion is depicted in Figure 3.  
Indeed, the results seemed to suggest that inclusion of 
RHA in the mix caused the reduction of strength by 
almost half. 
 
The mean water absorption capacity of the test block 
samples is presented in Figure 4.  The results show that 
RHA inclusion typically raised the water absorption 
compared to the control; however, the variation is not 
consistent.  Among the samples with RHA inclusion, 
the least water absorption capacity value occurs for 
20% RHA after 28 days curing.  
 

 
Figure 4. Water Absorption Capacity of CEBs with varying 
RHA levels cured for 14, 21 and 28 days: (3 samples per data 
point given 
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The results of the bulk density of the experimental CEB 
as affected by RHA inclusion is shown in Figure 5.  That 
is, the bulk density values decreased with increasing 
duration of curing.   

 

 
Figure 5. Bulk Density of CEBs with varying RHA levels cured 
for 14, 21 and 28 days: (3 samples per data point given) 

 
5. DISCUSSION 
Compressive strength, along with other parameters is 
an important parameter used in ascertaining the 
quality of materials for building construction.  
Consequently, compressive strength value as high as 
3-4Nmm-2 and as low as 0.35Nmm-2 depending on the 
bulk density of stabilized CEB had been reported [21, 
22].  In the present study, compressive stength for CEB 
with and without RHA inclusion ranged from 0.317-
0.637Nmm2 (Fig. 3).   
Futhermore, the authors noted that the variation in 
the compressive strength values reported for the CEB 
were due to the differences in the bulk densities 
(1800-2100kg/m3) of the blocks [22].  Bulk density 
obtained in the present study (1513-1708 kg/m3) for 
the CEB with and without RHA inclusion (Fig. 3) is lower 
than the range reported by Mansour [22].  The 
difference might be attributed to the differences in 
mixes used for the various CEB.   
Bulk density, a function of the weight of material in a 
unit volume of space, depends on the extent to which 
the material is compressed per unit of space during 
block moulding.  Conversely, water absorption 
capacity is a function of voids in the block.  Therefore, 
an inverse relationship is expected to exist between 
bulk density and water absorption capacity. The 
results seemed to suggest that more earth material 
(laterite) should be used incorporated in the mix for 
CEB.  Additionally, greater force should be applied in 
the block-pressing machine to increase the bulk 
density and compressive strength of the CEB. 
In the present study, gradual replacements of cement 
with 0% to 40%RHA in the mix for CEB were tested.  
The results appeared to suggest that compressive 
strength and water absorption capacity tends to be 
stable at between 20 and 40%RHA inclusion, and that 

beyond 20% RHA inclusion, there was a remarkable 
decrease in the bulk density of the test block (Figures 
5).  Furthermore, RHA-CEB required 21 days of curing 
to raise its compressive strength, whereas it needed 
28 days for keeping water absorption capacity at the 
barest minimum.   Bulk density of RHA-CEB decreased 
with increasing duration of curing.  A minimum of 21 
days of curing appeared sufficient to stabilize the bulk 
density of the blocks (apart from with 40% RHA). 
The suitability of RHA-CEB in the provision of low-cost 
housing for low-income earners needs to be addressed.  
It’s generally low compressive strength, high water 
absorption capacity, and low bulk density make its 
suitability doubtful particularly in Nigeria where 
rainfall is heavy and persists for longer period of the 
year.  However, its use in building construction might 
necessitate provision for protection from water in the 
architectural design of the building. That is, making 
provision for roof overhangs, elevated level of the 
foundation from the ground level, and using a damp 
proof course. 
Furthermore, the results tended to suggest that RHA 
could not entirely replace cement in the CEB mix.  As a 
pozzolan, RHA cannot show cementitious properties 
without the presence of calcium hydroxide (CaOH)2 
and water [10].  Indeed, it needs cement to produce 
Ca(OH)2 for the reaction with its silica to form calcium-
silicate hydrate gel, the cementitious compound.  
Therefore, the use and application of RHA could 
probably be limited to a stabilizing agent rather than a 
replacement for cement. 
 
6. CONCLUSION 
The provision of a standard wall material for 
residential building need to meet some standard 
requirement in terms of mechanical, durability 
properties. The testing of compressive strength, bulk 
density and water absorption test was the first step 
taken to ensure adequate requirement was achieved. 
From the foregoing, it may be concluded that low 
compressive strength, high water absorption capacity, 
and low bulk density exhibited by RHA-CEB make 
doubtful the suitability of RHA as a replacement for 
Ordinary Portland cement in the building construction 
in the wet regions.   
However, the use of RHA in the CEB could be confined 
to serving as a stabilizing agent.   
The result of the blocks (CEBS) did not meet the 
required standard which would need to be improved 
in further test carried out in the future. 
 
• This can be achieved by exploring the inclusion of 
sharp sand to the mix proportion, increasing the bulk 
density of each unit of CEBs. 
• Explore design modifications which could 
compensate for weakness of RHA stabilised blocks  
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• Explore passive design options appropriate to 
climate for small residential buildings to maximise 
comfort while respecting societal requirements. 
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ABSTRACT: This paper discusses thermal comfort of occupants, summertime overheating and heat stress in multi-
family Colonial Revival style timber-frame buildings located in the Hartford region of Connecticut, United States. 
The study considered a thermal comfort survey of occupants using subjective questionnaire and on-site 
measurements of environmental parameters (such as temperature, relative humidity, and dew-point temperature) 
as the research methods. The Wet-Bulb Globe Temperature (WBGT) heat index and the Universal Thermal Climate 
Index (UTCI) heat index are also calculated using the variables measured during the field investigation. Across the 
buildings, the results show a mean temperature of 25.3°C, a mean relative humidity (RH) of 61.2%, and an average 
dew-point of 17.2°C. The occupants feel warm as over 67% responses are on the warm part of the thermal 
sensation scale while 74% prefer to be much cooler and 83% of the revealed the occupants are thermally satisfied 
with the thermal environment. The study shows the average number of hours of temperature rise above the 28.0°C 
threshold for 11.4% of the time. The study reveals the occupants of the buildings are prone to summertime 
overheating. Applying the WBGT heat index and the UTCI mathematical model to find the temperatures at which 
the vulnerable occupants are susceptible to the thermal environment, the study recommends the WBGT of 21.7°C 
and the UTCI of 25.8°C as possible heat stress thresholds in the buildings. Also, the study found out the basement 
areas provide the most comfortable thermal environment for the occupants. The results show a higher heat stress 
index is reported in this study than the existing research on heat stress in buildings. 
KEYWORDS: Summertime Overheating, Heat Stress, Thermal Comfort, Colonial Revival Style, Timber-Frame 
Buildings 

 
 

1. INTRODUCTION 
Summertime overheating in buildings has been 
investigated in existing research [1-4]. Summertime 
temperatures were evaluated in different homes [2]. 
The study concluded summertime overheating occurs 
in homes even in the occupied period when occupants 
are expected to explore various adaptive measures to 
regulate the thermal environment [2]. Thermal 
comfort of occupants, summertime temperatures and 
overheating were evaluated in residential buildings 
built with prefabricated structural timber products 
such as cross-laminated timber and structural 
insulated panels [4]. The study highlighted that 
thermal mass is a crucial issue to consider towards 
improving the performance of timber buildings [4]. 
Summertime temperatures in multiple timber-frame 
homes [2] and structural timber buildings have also 
been studied [4-6]. Different studies have examined 
summertime overheating in various buildings using 
on-site measurements [2,4-5] and building simulation 
[1,4-5]. The impacts of summertime overheating have 
also been evaluated [3], and some adaptation 
strategies were recommended [3,7]. However, none of 
the existing studies have examined summertime 
overheating, occupants’ comfort and heat stress in 
multi-family Colonial Revival style timber-frame 
buildings.  

Multi-family Colonial Revival style timber-frame 
buildings are common in New England (Northeast) 
region of the United States. The construction of 
various buildings with Colonial architecture started in 
the geographical location around the 1600s. Figure 1 
below shows an exterior view of a typical Colonial 
Revival style timber-frame building illustrating some of 
the significant characteristics of the building. Figure 2 
shows the architectural patterns of a classic Colonial 
Revival style building. According to a recent report on 
the building stock in Hartford region, over 40% of the 
current buildings in the study location are built before 
1950 [8]; and the majority of the pre-1950 buildings 
are multi-family Colonial Revival style buildings. The 
data provided by CERC [8] showed the importance of 
multi-family Colonial Revival style buildings to the 
study location. Timber-frame buildings are considered 
in this study as more than 90% of residential buildings 
in the US are constructed with timber-frames [5,9]. 
Based on existing studies on summertime 
temperatures in timber buildings [2,4-5], the current 
building stock in the study location suggests many 
people may be susceptible to summertime 
temperatures in multi-family Colonial Revival style 
timber-frames buildings. Therefore, it is important to 
investigate the thermal comfort of occupants in the 
buildings.  
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Figure 1: An external view of a typical Colonial Revival style 
timber-frame building [10]. 

 

 
Figure 2: Architectural patterns of a classic Colonial Revival 
style building [11]. 

 
Heat stress has been discussed in existing studies [12-
13]. The WBGT heat index defined as the combination 
of natural wet bulb temperature (Tnwb°C) and black 
globe temperature (Tg°C) has been used in existing 
research using the Equation 1 [11]. While the Universal 
Thermal Climate Index (UTCI) has been described as a 
function of air temperature determined by the actual 
values of air and mean radiant temperature (Tmrt), 
wind velocity (Va) and humidity also regarded as water 
vapour pressure (Vp) or relative humidity (RH) [13]. 
The UTCI is computed using the Equation 2 to 
determine the temperature at which the vulnerable 
occupants are prone to summertime overheating. 
 

WBGTind = 0.7Tnwb + 0.3Tg              Equation 1 
 

UTCI = Ta + Offset (Ta; Tmrt; Va; Vp)      Equation 2  
 

Also, indoor temperatures above the 28°C threshold 
are considered critical to occupants’ comfort [14] of 
different age groups and gender [5-6]; and indoor 
temperatures above the threshold for more than 1% 
of the time can lead to summertime overheating 
within the thermal environment [15]. Since none of 
the existing studies in the field have considered 
summertime overheating and heat stress in one study, 
this paper intends to address this gap. Moreover, due 

to the importance of multi-family Colonial Revival style 
timber-frame buildings in the study location, this study 
intends to investigate summertime overheating, 
occupants’ comfort and heat stress in the buildings. 
 
2. RESEARCH METHODOLOGY 
The study considered a field investigation to collect 
data for analysis. As a result, the research employed 
on-site measurements of environmental parameters 
(such as temperature, relative humidity, and dew-
point temperature) and thermal comfort survey of 
occupants as the research methods. The research 
methods have been used in existing research [1-2,4-5]. 
The environmental parameters were measured at 
every 1 hour using data loggers placed on the wall at 
the height of 1.7m above the floor level. The height is 
considered an average height of a man in non-sitting 
position [14]. The field investigation was conducted 
from July-September 2017. The external weather data 
recorded at a nearby airport were used for analysis. 
The indoor data measured in the buildings were used 
to compute the wet-bulb globe temperature to 
determine the heat stress index for the vulnerable 
occupants. The number of hours of temperatures (that 
is, 1%) above the critical threshold (28°C) is used to 
assess summertime overheating in the case study 
buildings. Also, the study considered the number of 
hours of temperatures above 30°C (1%>30°C) to 
evaluate the elevated summertime temperatures in 
the buildings. 
The subjective questionnaire was administered to the 
residents of the buildings. The residents were 
instructed to fill out the questionnaire three times per 
day. The questionnaire considered questions on 
thermal sensation, thermal acceptability, thermal 
satisfaction, lighting level, preference for fresh air 
movement into the buildings, sound level, control 
level and others. Over 110 questionnaires were 
completed and returned. The data were analysed 
using the statistical software to plot charts and find the 
relationship between the various variables. For this 
study, the findings on thermal sensation, thermal 
satisfaction, and thermal preference are briefly 
discussed. 
The environmental variables measured during the field 
investigation were used to calculate the WBGT heat 
index using the Equation 1 while the UTCI was 
computed using the Equation 2 highlighted in the 
literature. The average values for the parameters are 
used to assess the temperatures at which the 
vulnerable occupants will be susceptible to 
summertime overheating in the buildings. 
 
3. CASE STUDY 
The case study buildings are multi-family Colonial 
Revival style timber-frame buildings. The buildings are 
sited in the Hartford region of Connecticut, United 
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States. The case study buildings are built before 1950 
and occupied a significant percentage of the current 
building stock in the region. Most of the buildings have 
two household units each, and they are sited on an 
average plot of 689m2. The buildings have an average 
floor area of 144m2. Each household of the multi-
family buildings has a living room, dining/kitchen area, 
a bath on the ground floor (level 1), and two bedrooms 
and a large bath on the upper level while the basement 
area is used for laundry and other purposes like 
playing area for children during the winter months. 
The measurements were taken in the living areas, 
bedrooms, and the basement area. On average, three 
to four people are living in each of the households. 
Based on the information collected on the buildings 
during the survey, the mean U-values of the external 
walls varied from 0.30-0.50W/m2K while mean value 
of about 0.35W/m2K is estimated for windows and 
doors. This paper discussed the field investigation 
carried out in four of the case study buildings. Figure 3 
shows the front view of one of the case study buildings. 
 

 
Figure 3: A front view of one of the case study buildings 
(MLTFR). 

 
4. DATA ANALYSIS 
The thermal comfort surveys were carried out 
concurrently in all the buildings. In all, more than 70% 
of the questionnaires were completed by female 
respondents while male respondents completed only 
30%. All the respondents are above the age of 18, and 
over 85% of the respondents are between 30 and 45 
years. The analysis reveals the respondents are adults 
and can vote on the thermal environment of the 
buildings. The respondents spent between 12-21 
hours within the buildings per day.  
For the external conditions, the mean external 
temperature for the period of the field investigation 
was 21.7°C. A maximum temperature of 34.0°C and a 
minimum temperature of 8.0°C were recorded during 
the period. The mean maximum temperature was 
32.7°C while the average minimum temperature of 
10.7°C was reported for the external conditions. The 
mean dew-point temperature of 15.7°C was observed 

at the study location. The average RH was 68.7%. For 
the period of the field study, the mean WBGT of 19.1°C 
and the mean UTCI of 22.2°C were calculated for the 
location. The months considered for the monitoring 
(July-September) are the hottest months of the year 
(Figure 4). Table 1 provides the summary of the 
external data for the period of the survey. The analysis 
also showed a mean of 7 cooling degree days per 
month for the period of the investigation. 
 
Table 1: Summary of the external data for the study location. 

 
Month July August September 

Mean temp (°C) 23.0 22.0 20.0 
Max. temp (°C)  34.0 32.0 32.0 
Min. temp (°C) 12.0 12.0 8.0 
Mean RH (%) 68.9 68.8 68.4 

Mean Dew-point (°C) 17.0 16.0 14.0 
Cooling degree days 9 7 5 

 
Comparing the external temperatures of the summer 
months (May-September) between 2016 and 2017, 
the study found out average values for the period of 
the monitoring in 2017 was slightly lower than the 
average values in 2016 (Figure 5). The analysis 
suggests extreme summertime overheating may occur 
within the buildings when the heat waves occur for 
consecutive days. Also, the cooling degree days are 
reported during the field investigation with the highest 
cooling days observed in July. Likewise, the external 
temperatures rise above 30°C for several hours for a 
few days in each of the summer months during the 
field survey.  
 

 
Figure 4: Average mean temperatures from Jan-Dec. 2017. 
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Figure 5: Average maximum, minimum and mean 
temperatures for the external conditions during the summer 

 
5. RESULTS AND DISCUSSION 
The finding on the maximum number of hours spent 
within the buildings per day (approximately 88%) 
agrees with the outcome from existing research that 
people in the advanced countries especially in the 
United States (the study location) spent up to 90% of 
their time indoors per day [16]. The result of thermal 
sensation votes on a 7-point scale (ASHRAE) showed 
the occupants feel warm in the building with a mean 
value of 6.1 where 1 represents cold, and 7 represents 
hot. More than 67% of the occupants’ responses also 
showed they feel warm within the buildings. Regarding 
the question on the thermal preference of occupants, 
about 74% of occupants prefer to be cooler within the 
thermal environment. Also, approximately 83% of the 
respondents are comfortable in the thermal 
environment of the buildings. 
The mean temperatures in the case study buildings 
range from 24.2°C to 26.1°C. The average RH varied 
from 58.9% to 65.2% while the mean dew-point 
temperatures range from 16.9°C to 17.5°C. The results 
showed the mean temperatures are below the critical 
threshold of 28.0°C. Across the buildings, higher 
temperatures are reported in the buildings during the 
field investigation. Also, the responses on thermal 
sensation showed higher votes on the warm part of 
the scale during the two warmest months (July and 
August).  
The results of the analysis to find the relationship 
between the internal temperatures and the external 
temperatures showed the internal temperatures are 
strongly influenced by the external temperatures 
(Figure 6). Higher temperatures are also observed in 
the buildings. The low thermal mass of timber-frame 

buildings may be a contributing factor to the elevated 
temperatures measured in the buildings as highlighted 
in existing research that thermal mass is a vital 
parameter influencing the thermal behaviour of 
timber buildings [4]. The outcomes showed the indoor 
temperatures are within a range of about 2.2°C to 
6.5°C. MLTFR appears to be the warmest building (the 
approach view has a southeast orientation). On the 
contrary, the lowest temperatures are recorded in 
MLTBS. The larger part of the MLTBS building appears 
to be below the ground level which may be a 
contributing factor to the lower temperatures 
observed in the building. The results suggest the 
ground cooling strategy which involves integrating a 
basement may be a reliable approach to reducing the 
elevated temperatures in timber-frame buildings as 
well as other types of buildings. However, this 
approach needs to be thoroughly evaluated in terms 
of the cost and maintenance before it is considered. 
 

 
Figure 6: Relationship between the internal temperatures 
and the external temperatures in the summer. 
 

The results regarding the number of hours of 
temperatures above the critical thresholds revealed 
the internal temperatures rise above the 28°C 
threshold for more 1% of the time across the buildings 
excluding the MLTBS building as shown in Figure 7. 
Also, the temperatures also rise above 30°C for more 
than 1% of the time in all the buildings except in MLTBS. 
The results showed summertime overheating occurs in 
the buildings which may affect the thermal comfort of 
occupants in the buildings. 
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Figure 7: Number of hours of temperatures above the 
threshold in the buildings during the summer. 

 
Equation 1 and Equation 2 are applied to calculate the 
WBGT heat index and the UTCI threshold as discussed 
in the literature. The results showed the WBGT index 
varied from 21.1°C to 22.2°C in the buildings. The UTCI 
heat index ranges from 24.8°C to 26.5°C. The study 
showed a higher WBGT and UTCI heat indexes are 
calculated in MLTFR than other buildings considered in 
this study. The mean WBGT for all the buildings 
showed the heat index of 21.7°C. For the mean UTCI, 
the heat index of 25.8°C is calculated for all the 
buildings. The study showed the possible heat indexes 
at which the vulnerable occupants will be prone to the 
risk of heat stress within the buildings.  
 
Table 2: Summary of the mean temperatures, average WBGT, 
and UTCI heat indexes. 

 
Variables MLTFR MLTBB MLTBS MLTLL 

Mean temp (°C) 26.1 25.6 24.2 25.6 
WBGT (°C)  22.2 22.0 21.1 21.8 
UTCI (°C) 26.5 26.1 24.8 25.9 

 
Concerning the relationship between the WBGT and 
the UTCI, the study found out a relationship exists 
between the variables in all the buildings considered 
in this study (Figures 8-9). The study showed more 
than 99% of the data collected revealed an increase in 
the value of the WBGT leads to an increase in the value 
of the UTCI (Table 3). The results also showed that 
higher heat stress indexes are reported in this study 
than the existing research [11,17]. 
 

Table 3: Summary of the relationship between the WBGT and 
UTCI heat indexes. 

Variables MLTFR MLTBB MLTBS MLTLL 

WBGT versus 
UCTI (R2) 

0.9962 0.9956 0.9964 0.9970 

 
Figure 8: Relationship between the WBGT and the UTCI heat 
indexes in the MLTFR building. 

 

 
Figure 9: Relationship between the WBGT and the UTCI heat 
indexes in the MLTBB building. 
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6. CONCLUSION 
This paper considered summertime overheating, 
occupants comfort and heat stress in multi-family 
Colonial Revival style timber-frame buildings. The field 
study was conducted in the summer of 2017. The 
study considered on-site measurements and thermal 
comfort surveys to collect data for analysis. The data 
were analysed using the relevant statistical software. 
The results showed an average temperature of 25.3°C, 
a mean RH of 61.2% and a mean dew-point of 17.2°C. 
The votes on thermal sensation revealed over 67% of 
the respondents feel warm in the summer. Also, about 
74% of the respondents prefer to be cooler, and 83% 
of the participants highlighted they are thermally 
satisfied within the thermal environment of the 
buildings during the survey. The result showed the 
average number of hours of temperatures rise above 
the threshold (28°C) for 11.4% of the time. Also, the 
average number of hours of temperatures rise above 
the 30.0°C for 2.5% of the time. The study revealed the 
residents of the multi-family building are susceptible 
to overheating in the summertime. The outcomes of 
the research aligned with the findings presented in the 
existing study [4], that the lack of thermal mass in 
timber is a contributing factor to the elevated 
temperatures reported in timber buildings. The 
outcomes showed that prolong elevated 
temperatures recorded in the buildings contribute to 
the thermal discomfort of occupants in the summer. 
The paper explained the buildings with substantial 
parts below the ground level tend to be cooler than 
those with larger parts above the ground level during 
the summertime. The research highlights ground 
cooling strategy may be a reliable approach to 
reducing elevated summertime temperatures in 
timber-frame buildings. The strategy needs to 
integrate the basement areas of buildings, and it must 
be evaluated regarding the cost as well as 
maintenance before the approach is considered. 
Applying the WGBT heat index and the UTCI 
mathematical model to find the average heat indexes 
within the thermal environment, the mean WBGT of 
21.7°C and the mean UTCI of 25.8°C are calculated as 
possible heat stress thresholds in the buildings. The 
results showed a higher heat stress index is reported 
in this study than the existing research on heat stress 
in buildings. 
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ABSTRACT: Currently, less than 2% of the residential building stock in Chile meets minimum of thermal 
performance conditions while the current approach to social housing development has proved incapable of 
ensuring appropriate living standards. Demolishing housing blocks to replace them with new buildings is 
economically inefficient, environmentally damaging and socially unacceptable, as these structures represent an 
opportunity to renovate and upgrade existing buildings without disrupting consolidated communities. This 
ongoing research focuses on renovating the CORVI 1010-1020 housing blocks, a building type that was massively 
built across the country between 1968 and 1978. Today it is possible to find more than 2,000 units of this type of 
building—with no significant design variations—throughout Chile, hence between latitudes 18°S and 53°S of 
extremely diverse climates. 
This paper analyses the impact of different energy retrofitting strategies in the thermal performance of these 
emblematic housing estates. Accordingly, building energy simulation is used to evaluate three scenarios, i.e., the 
original design without changes, a retrofitting proposal focused on meeting current thermal code requirements, 
and an expansion proposal aimed at increasing both thermal performance and life quality conditions. In order to 
assess the performance of these scenarios, the simulations focused on three cities with contrasting climatic 
conditions, i.e., hot-arid (Arica, 18°27'S), Mediterranean (Santiago, 33°27′S) and tundra (Punta Arenas, 53°08′S). 
Operational energy demand, accumulated hours of thermal discomfort, and payback time periods are considered 
for comparative analysis. 
Whereas the results evidence that the cost-effectiveness of the proposed alternatives increases in colder climatic 
conditions dependant on space heating; overall, this study demonstrates that the retrofitting of these social 
housing buildings can help achieving significant heating and cooling energy savings as well as improving indoor 
thermal comfort conditions. 
KEYWORDS: Energy Retrofitting, Social Housing, Heating Demands, Cooling Demands, Sunspace 

 
 

1. INTRODUCTION 
By the year 2050, in Chile, 18 million (90%) of 
inhabitants will live cities [1] and it will be necessary to 
provide one million new urban dwellings, mostly for 
low-income families. The existing growing model is 
oriented to the peripheral sprawl of cities and the 
demolition of obsolete homes and later reconstruction 
of buildings. This practice turns out to be inefficient, 
economically and environmentally unsustainable and 
socially unacceptable. Chilean residential buildings are 
responsible for 24% of Greenhouse Gas (GHG) 
emissions while less than 2% of the existing homes 
meet minimum standards of thermal comfort with 
energy efficiency [2]. The current social housing 
developments have proved incapable of achieving 
appropriate living standards. In fact, 65% of people 
living in these buildings would move out of their 
apartments immediately if they could and 90% feel 
ashamed of the place where they live [3].  
The rehabilitation of existing collective housing has 
been developed as a sustainable alternative for the 

growth and densification of cities [4]. According to 
IPCC [5], retrofitting of existing structures has been 
fundamental in mitigating GHG emissions from the 
building sector. Most social housing buildings will 
remain operational until 2050 and their upgrade 
represents great potential for the mitigation of these 
emissions through improving their thermal 
performance and avoiding demolition. These 
structures represent an opportunity to upgrade 
existing buildings in consolidated communities as they 
have functioning infrastructure and utilities. This 
paper is part of an ongoing initiative that, in 
collaboration with government agencies, aims to 
rehabilitate these buildings and public areas, to 
expand apartment units, and to improve their energy 
performance. 
 
1.1. Case study: CORVI 1010 & 1020 social housing 
blocks 
Since the late 60s, the Chilean government has 
focused on erecting thousands of mid-rise buildings 
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throughout the country to respond to the social 
housing deficit. The CORVI 1010-1020 housing block 
was originally conceived for the city of Santiago but, 
due to the efficiency of its design and construction 
process, it was massively replicated throughout Chile 
between 1968 and 1978. Today it is possible to find 
more than 2,000 units of this type of building -with no 
significant design variations- throughout the country, 
hence between latitudes 18° S and 53°S and a context 
of extremely diverse climatic conditions (Fig. 1). 

 
Figure 1: CORVI 1010 social housing block 

 

This four-story building is 20.07m wide and 11.10m 
deep and has a symmetrical plan layout with 4 two- 
bedroom units per floor organized symmetrically. Each 
apartment has an area of 48m2. However, the units do 
not consider balconies nor exterior spaces and it is 
common to see qualitative deficiencies related to the 
built area of the apartment units. Apartments do not 
meet current living standards from the residents  The 
building does not has elevators as the Chilean Building 
Code [6] allows the use of stairs when main accesses 
to units are located up to the 5th floor. 
The envelope is mainly composed of 17 cm. thick 
reinforced concrete walls with no insulation, masonry 
infills, and steel framed single glazed windows. All 
reinforced concrete slabs are 14 cm thick, including 
the roof slab, a rare feature in social housing blocks. 
The roof structure considers a minimum insulation of 
50mm.  
1.2. Case study location, thermal performance codes, 
and standards 
When CORVI 1010-1020 blocks were built, Chile had 
no thermal performance regulations for residential 
buildings. These buildings considered minimum 
thermal insulation according to local customs without 
considering climate differences throughout the 
country. However, the building's structure presents 
higher standards than later social housing projects and 
could hold improvements to update their performance 
to meet the current code requirements. 

  
Figure 2: Arica, Santiago and Punta Arenas in Chile  

In Chile, thermal performance standards are regulated 
by the Chilean Building Code [6] in the Article 4.1.10 
first issued on the year 2000. The first version only 
defines maximum U-values for roof assemblies of 
houses while the 2007 updated version specifies 
maximum U-values for roofs, walls and external floor 
assemblies, as well as maximum allowed area for 
windows according to their U-value. However, current 
requirements for residential buildings have low 
standards as the code establishes requirements only 
for heating periods and no regulation for cooling 
periods. The current code does not consider 
specifications for air infiltrations, thermal bridges or 
room ventilation requirements. 
In 2016, the Ministry of Housing (MINVU) issued a 
publication on sustainable housing construction 
standards with recommendations to increase the 
thermal performance standards of residential 
buildings [7]. This proposal specified new construction 
standards for the building envelope (wall, floor, 
windows and roof) and includes considerations to 
reduce infiltration rates of the building. However, the 
application of these guidelines is non-mandatory [8]. 
This research focuses on three locations as 
representative cases of the country's climatic diversity 
to evaluate the thermal performance of the buildings 
(Fig.2). The code defines maximum thermal 
transmittance values for different envelope building 
components according to the geographical location of 
the building according to Table 1.  
 
Table 1: Location and climatic conditions of the buildings 
under analysis 

 Arica 
Santiago 

(Pudahuel) 
Punta Arenas 

Latitude 18°27' S 33°27′ S 53°08′ S 

Climate 
Bwh Csb ET 

Hot-arid Mediterranean Tundra 

Mean T° 18.7 C° 13.6 C° 5.9 C° 
Min T°  16.1 C° 6.7 C° 2.8 C° 
Max T° 22.4 C° 22.4 C° 9.7 C° 

 Mean Humidity 74% 72% 76% 

No  of Buildings  13 52 6 
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Although each location has unique climates and 
different thermal performance requirements, existing 
CORVI 1010-1020 buildings have the same 
constructive solution for the envelope. Thermal 
transmittance (U-value) maximum required for 
residential buildings according to the current code are 
shown in Table 2. 
 
Table 2: Maximum U-value (W/m2K) allowed by the current 
regulation for the locations of the buildings under analysis 

 Arica Santiago Punta Arenas 

Walls 4.0 1.9 0.6 

Roofs 0.84 0.47 0.25 

Windows Single Glazing Single Glazing Single Glazing 

Local code standards allow the use of single glazed 
windows even in southern cities of the country with 
cold weather such as Punta Arenas. However, recent 
trends have encouraged the use of double glazing that 
allows increasing the window to wall ratio (WWR). E.g. 
in Punta Arenas the window/facade ratio is 12% for 
single glazed window and 28% for double glazed units 
 
2. METHODS 
To assess the impacts of the different retrofitting 
approaches to be applied in different climates of Chile, 
the thermal performance of the residential blocks was   
using the building energy simulation software 
DesignBuilder Engineering Pro v.5 [9].  
The simulations consider all four apartment units of a 
typical third floor of the building. Heating and cooling 
demands were estimated for target indoor 
temperatures between 20.0°C (heating setpoint) and 
26.0°C (cooling and natural ventilation setpoint). 
Infiltration rates were set to 3.0 ACH for the baseline 
and current code scenarios, and 1.0 ACH for the 
extension. For all cases, a 4-people nuclear household 
was considered according to the national average 
(126W/p metabolic rate). In parallel, the thermal 
comfort of the apartments was estimated using the 
CEN 15251 Adaptive Comfort Model, Category III (i.e., 
moderate expectations, intended for existing buildings) 
[10]. 
 
Table 3: Thermal conductivity and material properties of 
envelope walls for the three scenarios under evaluation 

Scenario City 
Concrete 

[m] 
EPS 
[m] 

Gypsum 
[m] 

U-value 
[W/m2K] 

Baseline 

Arica 

0.170 n/a n/a 3.121 Santiago 

P. Arenas 

Current 
Code 

Arica 

0.170 

n/a 

n/a 

3.121 

Santiago 0.015 1.438 

P. Arenas 0.055 0.590 

Extended 

Arica 

0.170 

0.010 

0.010 

1.638 

Santiago 0.055 0.576 

P. Arenas 0.090 0.383 

 

Table 4: Thermal conductivity and material properties of 
envelope windows for the three scenarios under evaluation 

Scenario City 
Window 

Type 
U-value 
[W/m2K] 

Baseline 

Arica 
Single 
Glazed 

5.894 Santiago 

P. Arenas 

Current Code 

Arica 
Single 
Glazed 

5.894 

Santiago Double 
Glazed 

3.159 
P. Arenas 

Extended 

Arica 
Double 
Glazed 

3.159 Santiago 

P. Arenas 

   

The analysis considers three scenarios applied to each 
city (Arica, Santiago and Punta Arenas) (Tables 3 and 
4):  
Scenario 1. The 4 apartments of a standard second 
floor according to their original 65m2 layout per unit 
(apart from Unit 4 with 71m2), original envelope 
materials, and finishes.  
Scenario 2. The 4 apartments of a standard second 
floor after retrofitting of envelope materials towards 
meeting current Chilean thermal regulation 
requirements. In this scenario, only upgrading of 
building components and reduction of infiltrations 
were considered. 
Scenario 3. The 4 apartments of a standard second 
floor including a retrofitting proposal consisting of an 
extension attached to the existing building without 
compromising its original structure. The resulting 
110m2-unit layout (with the exception of Unit 4 with 
116m2) responds to current user requirements and a 
new thermal regulation standard currently under 
evaluation. A sunspace on the facade is also 
considered towards increasing heat gains in the cold 
season (Fig. 3). This proposal considers the non-
mandatory standards suggested by MINVU for 
windows, wall and roof assemblies (Table 2). 
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Figure 3: CORVI 1020 isometric view and typical floor plan of 
the original design (left) and the modified layout and 
expansion proposal (right, highlighted) 
 

Given the non-normal distribution of the results, 
Kruskal-Wallis H test was used to assess the statistical 
significance of the changes in performance after 
implementation of different retrofitting alternatives 
and the Dunn-Bonferroni approach for pairwise 
comparisons was used as post-hoc test. 
Although the construction and retrofitting costs are 
assumed to be covered by public subsidies or 
governmental programs rather than by the owners of 
the units, a payback period was calculated to provide 
a cost-benefit overview of the different alternatives. 
Accordingly, an estimate of 857.65 USD per m2 and of 
694.28 USD per m2 were used to estimate construction 
and retrofitting costs respectively. The energy costs 
were estimated using LPG heaters, one of the most 
commonly used space-heating artefacts in this 
building type. The mean costs of this fuel were 
estimated as 2.565 USD and 1.624 USD per Kg for 
Santiago and Punta Arenas respectively [11], where 1 
lt. was assumed to be equivalent to 0.51 Kg of fuel. The 
calorific value of LPG was estimated as 50,628 KJ/Kg 
and the performance of the heaters as 95% [12]. Arica 
was not included in the payback time estimations for 
not being in a heating-dependant climatic zone. 
 
3. RESULTS 

Table 5 summarises annual heating demand results for 
the three different scenarios for each city under 

evaluation. No cooling demands were found with the 
building energy simulations. 
 
Table 5: Annual heating demand for baseline (1), current 
code (2) and extended (3) scenarios in the tree cities under 
analysis 

City Scen Unit 1 Unit 2 Unit 3 Unit 4  

Arica 

(1) 
16.06 16.27 17.10 17.44 kWh/m2 

1,044 1,058 1,112 1,238 kWh 

(2) 
16.06 16.27 17.10 17.44 kWh/m2 
1,044 1,058 1,112 1,238 kWh 

(3) 
13.20 11.61 13.01 14.46 kWh/m2 
1,452 1,277 1,431 1,677 kWh 

Stgo. 

(1) 
133.93 136.84 143.79 145.23 kWh/m2 
8,705 8,895 9,346 10,312 kWh 

(2) 
116.09 119.12 124.19 124.05 kWh/m2 
7,546 7,743 8,072 8,808 kWh 

(3) 
99.45 98.94 101.89 102.64 kWh/m2 

10,939 10,884 11,208 11,907 kWh 

Punta 
Arenas 

(1) 
404.08 415.23 425.23 432.60 kWh/m2 
26,265 26,990 27,640 30,714 kWh 

(2) 
306.87 314.52 319.14 324.22 kWh/m2 
19,947 20,444 20,744 23,019 kWh 

(3) 
270.78 270.74 275.22 293.43 kWh/m2 
29,786 29,782 30,274 32,277 kWh 

 

Total kWh results provide an overview of the 
operational energy demand for HVAC of the different 
apartments however, as one of the retrofitting 
alternatives includes changes to the layout and an 
increase in their total surfaces, kWh/m2 is a better 
metric for comparisons. In this sense, adjusting the 
envelope of the baseline apartments to current 
thermal codes results in an average improvement of 
13.62% in Santiago and 24.58% in Punta Arenas (no 
changes in Arica, as the baseline complies with the 
current code). While the greatest improvement in this 
scenario was found in Unit 3 with 24.95% in Punta 
Arenas, the lowest improvement was 12.95% in Arica. 
The improvements of the extended retrofitting 
alternative when compared to the baseline building 
were greater, with an average of 21.85% in Arica, 
27.98% in Santiago and 33.81% in Punta Arenas. While 
the lowest improvement for this retrofitting scenario 
was in Arica for Unit 4 with 17.07%, in Punta Arenas 
the greatest improvement reached 35.28%. 

Table 6 summarises the accumulated hours of thermal 
discomfort results for the three different scenarios for 
each city under evaluation. All the hours of discomfort 
found were below the comfort zone defined by the 
CEN 15251 adaptive model (Category III) (Table 7). 
While improving the thermal performance capabilities 
of the building envelopes until meeting current codes 
resulted in an average reduction of accumulated hours 
of thermal discomfort of 23.59% in Santiago and 
46.93% in Punta Arenas, the improvements found 
after simulation of the proposed retrofitting extension 
were substantially higher with an average of 64.27% 
for Arica, 55.57% for Santiago and 80.59% for Punta 
Arenas. The lowest improvement found for this 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

322 

retrofitting alternative was 49.51% for Unit 2 in 
Santiago, and the greatest was 83.94% for Unit 1 in the 
case of Punta Arenas. 

 
Table 6: Total annual accumulation of thermal discomfort 
hours for the multiple zones of the 4 units under different 
scenarios according to CEN 15251 Adaptive Comfort Model 

City Unit 
Baseline 

[hrs.] 
Curr. Code 

[hrs.] 
Extended 

[hrs.] 

Arica 

Unit 1 5,509 5,509 2,027 
Unit 2 3,172 3,172 783 
Unit 3 4,644 4,644 1,898 
Unit 4 7,035 7,035 2,856 

Santiago 

Unit 1 5,014 3,626 1,880 
Unit 2 4,070 3,132 2,055 
Unit 3 4,988 4,058 2,503 
Unit 4 6,139 4,606 2,429 

Punta 
Arenas 

Unit 1 2,921 1,379 469 
Unit 2 2,356 1,261 432 
Unit 3 2,395 1,429 559 
Unit 4 2,980 1,546 594 

 
Table 7: Mean thermal comfort range according to CEN 
15251 Adaptive Model (III) for the cities under analysis 

 [°C] Arica Santiago 
Punta 
Arenas 

Summer 
Max 30.14 29.52 26.15 
Min 22.14 21.52 18.15 

Autumn 
Max 29.40 27.59 24.97 
Min 21.40 19.58 20.00 

Winter 
Max 28.23 25.67 23.48 
Min 20.23 18.00 18.00 

Spring 
Max 28.69 27.49 24.91 
Min 20.69 19.49 18.00 

A Kruskal-Wallis H test confirmed these observations 
by evidencing statistically significant differences 
between retrofitting alternatives for accumulated 
hours of discomfort, total heating demand and heating 
demand per m2 in Arica, Santiago and Punta Arenas 
(Table 8). A disaggregation of these results using the 
Dunn-Bonferroni post-hoc test is shown in Table 9. 
While the performance of the extended scenario 
evidenced significant improvements when contrasted 
the baseline scenario for the three test variables in the 
three cities under analysis, the performance 
improvement when contrasting the current code and 
the extended scenario was significant only for Arica. 
All other differences were not statistically significant. 
 
Table 8: Result of Kruskal-Wallis H test where p<.05 is 
considered significant 

  H Sig. 

Arica 

Discomfort 

7.489 .024 Heating (total) 

Heating (m2) 

Santiago 
Discomfort 

9.269 .010 
Heating (total) 

Heating (m2) 

Punta 
Arenas 

Discomfort 

9.846 .007 Heating (total) 

Heating (m2) 

 
Table 9: Result of Dunn-Bonferroni post-hoc test where p<.05 
is considered significant 

City  
Baselin

e vs 
Current 

Current vs 
Extended 

Baseline 
vs 

Extended 

Arica 

Discomfort 

1 .018 .018 Heating (total) 

Heating (m2) 

Santiago 

Discomfort 

.170 .096 .002 Heating (total) 

Heating (m2) 

Punta 
Arenas 

Discomfort 

.350 .117 .005 Heating (total) 

Heating (m2) 

 
The estimated payback periods for the different 
retrofitting alternatives are summarised in Table 10. 
While retrofitting the original units to meet current 
thermal codes resulted in a payback period of 26.41 
years and 18.07 years in average for Santiago and 
Punta Arenas respectively, the investment of building 
the proposed extensions resulted in a payback period 
of 45.29 years and 25.77 years in average for the cities 
under analysis. 
 
Table 10: Payback period in years for the different scenarios 
under analysis in heating-dependant cities 

City Unit 
Current Code 

[years] 
Extended 

[years] 

Santiago 

Unit 1 27.57 45.86 
Unit 2 26.98 46.09 
Unit 3 25.68 44.76 
Unit 4 25.42 44.43 

Punta 
Arenas 

Unit 1 18.61 26.05 
Unit 2 18.15 26.05 
Unit 3 17.89 25.63 
Unit 4 17.61 25.35 

Overall, the simulation results and analyses 
demonstrate that the proposed retrofitting extension 
is capable to significantly improve the performance of 
the original apartments in terms of reduction of 
energy demand for space heating and accumulated 
hours of thermal discomfort. Although adjusting the 
thermal transmittance of envelope components to 
meet current regulatory standards can result in 
important improvements, these are negligible when 
contrasted to the ones achieved with the proposed 
transformations to the building configuration and 
tighter thermal performance standards. 
The results also show that the payback times increase 
significantly in warmer climatic zones that do not 
depend on space heating. Nonetheless, any reduction 
in operational energy costs can have a strong impact 
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on low-income households such as the ones living in 
the apartment blocks analysed in this study [12]. 
Hence, the need for public initiatives to support the 
materialisation of energy retrofitting. Significantly, 
scope of this payback evaluation is at the household 
level, thus disregards any benefits they may have on 
energy consumption, CO2 and particulate matter 
emissions. This is the focus of related research on the 
area [13]. 
 
4. CONCLUSIONS AND FURTHER RESEARCH 

This research evaluates heating and cooling demands 
as well as the thermal comfort of an existing social 
housing building type that have been built in different 
climates of the country without significant differences 
in their architectural design and building components. 
In order to improve the thermal performance of these 
buildings, both an upgraded envelope and an 
expansion proposal were evaluated as energy 
retrofitting alternatives. The results demonstrate that 
simple retrofitting of social housing can help to 
achieve significant heating and cooling energy savings 
that may also help to improve indoor thermal comfort 
conditions for the occupants of the dwellings. In 
parallel, the differences in the payback periods for 
different retrofitting alternatives in the cities under 
analysis demonstrates that introducing this type of 
intervention is more cost-effective in colder areas with 
higher energy demand for space heating. Nonetheless, 
reduction of operational energy consumption can 
have strong impacts both for the budget of low-
income dwellers and in minimising energy demand as 
well as CO2 and particulate matter emissions at a 
country level. 

Further work to extend this research will consider 
strategies such as natural diurnal or nocturnal 
ventilation for decreasing cooling demand. In parallel, 
the architectural design of the building extension will 
be refined to meet the different climatic conditions of 
the cities under analysis. Finally, future thermal 
comfort analysis will assess the conditions of different 
internal spaces of each apartment block in order to 
minimise risks of overcooling or overheating.  
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ABSTRACT: Generating walkable cities is a major stake for urban areas and the transformation of public open 
spaces, as streets, is a key process for it. Solar radiation exposure may be an important parameter for comfort of 
public spaces users. In the case of Quito, radiation levels are so high all years long this parameter is a strong health 
issue. While street refurbishment based on pedestrians and bikers’ requirements is still not a common practice in 
Ecuador, the present work proposes an approach of doing so based on simulating with ENVIMET two similar 
streets of Quito’s centre against thermal comfort and hence indirectly radiation exposure, one being highly 
vegetated and the other not. Simulations evaluate the energy exchange between street components considering 
their thermal characteristics, indicating the potential satisfaction level of pedestrians. The influence of street 
vegetation, especially the presence of large covering trees, is demonstrated as being strong. It allowed to propose 
an improvement process for the comfort deficient street, thus offering a potential larger solution for Quito’s streets 
configuration. 
KEYWORDS: Street, Comfort, Heat island, Solar radiation, Vegetation 

 
 

1. INTRODUCTION  
Transportation in Quito is insured at 70% by public 
transport and the first metro line of the city is currently 
in construction. Its opening in late 2019 should further 
increase the level of public transport in the mobility 
panel of the city, also increasing the number of 
pedestrians in the streets reaching the bus, trolley or 
metro stations. 
Quito is facing a strong sunny period each day, almost 
all year long, with one of the highest UV radiation level 
for a city in the world [1] due to its altitude (2800m 
a.s.l.) and localization on the Equator. The World 
Health Organization indicates an ultraviolet index of 
11 as maximum tolerable limit for human beings [2]. A 
study [3] realized between 2009 and 2011 in Quito by 
the Secretaria de Territorio, Habitat y Vivienda showed 
this level is reached in the city more than 45% of the 
year, especially at mid-day. Such phenomenon should 
be further increased by climate change in coming 
years [4].  
Quality of life and health are affected, and this 
situation can also represent a strong barrier to the 
development in the city of alternative open street 
mobility solutions like biking or walking where the 
exposition to climatic conditions is higher. Against this 
strong climate, the city did not develop any protection 
strategy and most of the streets lacks shading devices. 
As measured within the Treepedia Initiative carried 
out by the MIT Senseable LAB in 2015 [5,6] the city of 
Quito has an average green cover of 10,8% which is 

among the lowest of the 27 other international cities 
evaluated in this work.  
Urban heat island effect has already been measured in 
Quito [7], and although it is not traduced by extreme 
temperatures for residents, it often means 
uncomfortable conditions at certain time of the day 
and dangerous exposure to extreme UV levels. 
Natural conditions in Quito could afford much better 
vegetative coverage as the local permanently 
temperate climate is particularly propitious to plants 
development. Street tree planting and gardening 
buildings front spaces might be an interesting 
technique to be applied in Quito to generate 
comfortable public space conditions. Few streets in 
Quito already have an interesting highly vegetated 
configuration, most of them corresponding to the 
period of the beginning of the expansion of city 
outside the historical center (first half of the 20th 
century) and in areas greatly influenced by European 
architecture like the La Mariscal district [8].  
Hence the present research is focused on assessing in 
this district the potential of vegetation as a tool to 
prevent outside comfort issues and radiation exposure.  
 

2. EXPERIMENTATION 
The La Mariscal district is a central area of Quito for its 
location and for its importance in terms of touristic 
and economic activities. It is also a key transport hub 
and hence a strategic place to improve smooth 
mobility patterns in the city. 
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Land use in the district is diverse as it includes public 
equipments, residences, commercial areas, hotels, 
health establishments and schools. As shown in Figure 
1, construction profile is also quite diverse with 
highest buildings reaching 20 floors (80m high), 
buildings in the main streets being 16 floors high as an 
average and buildings in secondary streets, 
representing 82% of the constructed lots, being 3 to 6 
floors high. For its representativeness of the district, 
but also of the whole city, the present study focuses 
on this last typology. 
 

 
Figure 1: Building height and streets’ profiles in the La 
Mariscal district in Quito 
 

Further to an extended street configuration analysis in 
the district, comparing streets in terms of architectural 
configuration and presence of vegetation, the present 
study focused on analyzing two parallel streets of this 
same district showing similar characteristics in terms 
of buildings and size but having a different vegetal 
configuration. This district has a lot typology repeated 
in multiple areas, and this lot is very characteristics of 
the neighborhood.  
 

 
 Figure 2: Pictures of Lizardo Garcia Street (left) and Juan 
Rodriguez Street (right) in the district of La Mariscal in Quito 
 
The first street is Calle Juan Rodriguez, where a regular 
tree coverage (sycamore tree - Platanus acerifolia) on 
the public sidewalk produces large areas of shade 
throughout the day and increases the relative 
humidity of the environment preventing excessive 
evaporation. Although it is considered as an exotic 
species in Quito, this type of tree can grow up to 20 m 
high and live 300 years in the city. The second street is 
Calle Lizardo Garcia, just next to Calle Juan Rodriguez 
and with a similar size, proportion, orientation, 

buildings’ scale and street width.  This second street 
has however suffered from important modifications 
on the type of buildings (flat roof modern buildings 
have replaced half of the existing large houses), the 
use of vegetation for the front garden often replaced 
by asphalted parking lots, the street pavement was 
modified and above all the tree covering has 
diminished to almost zero has shown in Figure 2. 
 

 
 

 
Figure 3: ENVI_met modelling of Juan Rodriguez (a) and 
Lizardo Garcia (b) including streets, buildings, vegetation 
covers pavement surface and roads. From aerial photo to 3D 
model process 

 
As shown in Figure 3, we used the ENVI-met 4.2 
simulation software, which is a tool that allows to 
model the urban structure and to analyse the 
microclimates and their physical foundations in a 
holistic way. ENVI-met was used to simulate the two 
streets in similar conditions, both in winter and 
summer seasons, with the objective to obtain the 
comfort potential and the useful hours of the streets 
in comfortable conditions, through Predicted Mean 
Vote (PMV) and Predicted Percentage of 
Dissatisfied (PPD) indexes, as defined in ISO 7730 [9].  
The modeling is based on a 40m x 100m x 35m high 3D 
net applied on each street with a 1,2m resolution. It 
composes a complete lot integrating constructions 
from both sides of each street and going from the 
Avenida 6 de Diciembre to the Calle Diego de Almagro. 
Although the climatic conditions are stable along the 
year in Quito there are some differences between the 
northern hemisphere summer period and the rest of 
the year. We focus in this paper on the results 
obtained for the warmer season – from June to august 
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- at the warmest hours of the day – between 11AM and 
2PM. 
3. RESULTS 
Figure 4 presents the simulations results obtained for 
the Lizardo Garcia Street in the warm season at the 
warmest moment of the day. Overall temperatures are 
not reaching extreme values but go beyond 
comfortable conditions. The whole street is exposed to 
the same level of heat and the few trees planted in the 
northern part of the street are not enough to balance 
this situation. 
 

  
Figure 4: PMV thermal sensation simulated with ENVI-met in 
the Lizardo Garcia Street (Quito) during the warm period 
(August 2016) 
 

A graphical representation of the average comfort 
values in the street among the day is presented in 
Figure 5. It appears clearly that the heat peak at mid-
day generates an important discomfort with up to 93% 
in the PPV evaluation. This peak, beyond “neutral” 
thermal conditions as shown in Figure 5 b, last 6h20 in 
the case of the Lizardo Garcia street. It gets more 
severe from 12AM to 2PM where it reaches the level 
“hot” during 2h03. Hence the street cannot be a 
comfortable place for pedestrians or cyclist for most of 
the useful time of the day. The comfortable “neutral” 
period lasts 3h50 in this case, representing only 24% of 
the useful day (i.e. as night starts at 6h30 PM every day 
in Quito). 
 

 
Figure 5: Thermal comfort conditions among the day 
evaluated from the ENVI-met simulation of Lizardo Garcia 
Street during the warm period (August 2016) 

 

 
Figure 6: PMV thermal sensation simulated with ENVI-met in 
the Juan Rodríguez Street during the warm period (August 
2016) 

 
Similar analysis was realized for the same conditions of 
the same day in the case of the Juan Rodriguez street, 
as shown in Figure 6. At the warmest time of the day, 
the thermal sensation is “slightly hot” in most parts of 
the street. Simulation shows that in the center of the 
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street, where the crown and foliage of the trees do not 
generate optimum shade coverage, they produce 
changes in thermal sensation indexes compare to the 
public sidewalk where the shadow zone generates 
greater coverage and trees prevent the pavement to 
be hot. Although this is not a crucial issue as the 
central axe of the street is not often used by 
pedestrians and cyclists. 
 

 

Figure 7: Thermal comfort conditions among the day 
evaluated from the ENVI-met simulation of Juan Rodriguez 
Street during the warm period (August 2016) 

We can observe on the graph in Figure 7 that the level 
of dissatisfaction potential (PPD) rises at mid-day but 
does not reach so high level as it does in Lizardo Garcia 
Street. PMV evaluation over the day does not reach 
the “hot” level in this case. The thermal condition is 
“neutral” during most of the day (30,4% of the useful 
day, i.e. 4h51min), except in the early morning where 
it is “slightly cold” and between 11 AM and 4 PM 
where it is “slightly hot” (i.e. lower than 26°C).  
 
4. DISCUSSION 
These values demonstrate a clear difference as for 
thermal conditions for the two neighbor streets during 
the same day. Vegetation, being the principal 
difference factor between them, allows an opportune 
and efficient protection against solar radiation and 
local overheating. The use of trees with a high covering 
potential like sycamore trees proved to be an efficient 
tool for insuring pedestrian comfort and supporting 
soft mobility in Quito. Other species may insure similar 
effect while being more representative of the local 
flora. Native trees like the “algarrobo” (Mimosa 
Quitensis) or the “arrayan de Quito” (Myrcianthes 
Hallii), both declared as “emblematic specie of the city 
of Quito” could also insure similar effect while 
preserving and showing the genuine local nature 
within the urban area. 
Based on these results an improvement strategy was 
defined for a potential refurbishment plan of the 
Lizardo Garcia Street (Table 1). 

 
Table 1: Street improvement measures evaluated against feasibility and impact factors 
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Considering factors of viability, cost, implementation 
time and impact potential, a set of measures was 
analyzed for improving thermal comfort and 
generating further impact on urban space quality. 
Assessment was realized with a group of expert using 
qualitative values for each measure/factor. As shown 
in Table 1 tree planting comes as one of the most 
pertinent option for street improvement in the 
present context. It can be combined with the other 
solutions judged as the most pertinent, i.e. introducing 
low vegetation in public and private areas, introducing 
water based elements and eliminating/reducing 
separation between private and public areas. Such 
pool of simple nature-based solutions would give a 
complete added value on urban quality and comfort in 
street of Quito. 
 
5. CONCLUSION 
The present study focused on the impact generated by 
two different street configurations in the case of Quito, 
the main difference being in the level of vegetation 
covering. For this purpose, two neighbor and similar 
streets, one vegetated and the other almost not, were 
analyzed using the ENVI-met simulation tool aiming at 
evaluating the outdoor comfort indexes in both cases. 
It demonstrated the strong impact of vegetation with 
20% comfort in the case of the vegetated street. As 
mentioned earlier the natural context in Quito would 
allow quite easily to implement much more vegetation 
in the streets than what they have today, allowing a 
higher quality of life and insuring better protection for 
pedestrians.  
Climatic data used in the present study are statistical 
data from past years measures realized in the available 
meteorological stations located in the city and solar 
radiation levels were calculated by the ENVI-met 
solution. Simulation data would gain in value if it could 
be compared to real measures. Hence a future study 
will complete the presented results with on-site 
measurements in both streets, on a representative 
time frame. 
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ABSTRACT: Evaporative cooling technology, specifically the use of misting fans, have been adopted in many 
temperate countries to attain thermal comfort among occupants. Yet, many of these studies are conducted in 
small scale scenarios like Wind Tunnels, and no research has been done to study the synergy between the urban 
canyon and these systems. This paper seeks to address the above knowledge gap using CFD simulations with input 
data typical of a tropical country like Singapore. Existing misting systems can be broadly categorized into non-
atomizing and atomizing sprays, and this paper seeks to study the impact on cooling for both systems in terms of 
reduction in air temperature. The results show that the urban canyon aspect ratio plays a significant role in 
determining the degree of cooling and area of coverage from misting systems, where even with significantly lower 
water mass flow rates, an aspect ratio of 2.5 can attain the same thermal comfort as that of aspect ratio 0.4. Also, 
high density areas with low wind flow tend to dampen the evaporative cooling impacts.  
KEYWORDS: Evaporative cooling, CFD, Parametric study 

 
 

1. INTRODUCTION  
Outdoor thermal discomfort is one of the key 
environmental issues in high density sub/tropical cities, 
due to local hot and humid climates and urban heat 
island (UHI). Taking Singapore as example, the 
annually-averaged daily maximum air temperature 
and relative humidity are 31.5 oC and 95.6% 
respectively in Singapore [1]. Meanwhile, the intensity 
of UHI (ΔT) is about 2-5 oC [2, 3]. Due to this weather 
conditions, Singapore has known to have a high 
dependency of mechanical cooling systems to 
enhance thermal comfort, in which the cooling is 
achieved by a refrigeration cycle that depends on 
chemical refrigerants such as Freon [4].  
Compared to conventional air conditioning, 
evaporative equipment (e.g., misting fan) is a more 
environmental-friendly alternative, since only water 
droplet is sprayed to cool down the surrounding air 
through the latent heat of vaporization, rather than 
refrigerants. As a result, evaporative equipment would 
be ideal for the urban areas to improve the thermal 
comfort in outdoor and semi-outdoor environments. 
Evaporative cooling system has been applied in many 
cities, especially in hot and arid regions, since it can 
benefit the thermal comfort by both decreasing the air 
temperature and increasing the humidity [5, 6]. 
However, a successful evaporative cooling system 
applied in one particular location might not give the 
same performance within different local micro climatic 
conditions, which have the impact on water 
evaporation [7]. Therefore, it is necessary to assess the 

feasibility of evaporative cooling based on the 
environment and climatic condition. 
The investigation of two-phase flow in water spray 
system is challenging due to the complexity of the 
evaporation process involved. Three methods that 
researchers mostly conducted on this field are: full-
scale measurement, wind-tunnel measurement, and 
numerical simulation. Field measurements have been 
broadly applied to test various physical parameters 
such as air temperature, humidity, solar radiation, 
elapsed time of spray, and nozzle characteristics [8, 9]. 
Field measurement includes all the complexity of the 
real situation, but at the same time, it also causes the 
difficulty to control the input boundary conditions, 
which are crucial in the simulation and result 
assessment [5, 8]. On the other hand, wind tunnel 
experiment offers a good control of boundary 
conditions, but it is considerably expensive and the 
number of data-collecting points is also limited. CFD 
simulation is a tool that has grown rapidly in the last 
five decades for its wide range applications in 
assessing urban climate and microclimate. It has also 
been used to evaluate water spray performance both 
in building and urban scale [5, 8].  
From those number of studies that have been 
conducted to evaluate the performance of 
evaporative cooling, very few of them are conducted 
in hot and humid regions because evaporative cooling 
will increase the humidity ratio of the immediate 
environment. It is possible that the increase in 
humidity in such high humidity environment may 
offset the reduction in dry-bulb temperature thus 
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decrease the efficiency of evaporative cooling [4, 10]. 
On the other hand, there is few studies have been 
conducted to clarify the surrounding microclimate, 
which depends immediate urban context, on the 
efficiency of evaporative cooling. Therefore, further 
studies need to be done to assess the viability of the 
misting system for application in outdoor or semi-
outdoor tropical areas. 
Compared with conventional study, this study aims to 
clarify the coupling effects of tropical climate and high 
density urban context on the performance of 
evaporative cooling effect. The computational 
parametric study is the main research method in this 
study. First, a validation study was conducted by cross-
comparing the wind tunnel experiment data and CFD 
simulation. Second, a parametric study was conducted 
to investigate the sensitivity of cooling effect to the 
change of several parameters, i.e. location of 
injections, building-height-to-street-width (H/W) ratio, 
relative humidity (RH), and nozzle size. The simulation 
results were discussed, and based on the scientific 
understandings from parametric study, corresponding 
design strategies were developed to integrate the 
misting spray into urban design for efficiently improve 
outdoor thermal comfort at high density tropical cities.    
 
2. METHODOLOGIES 
We modelled the evaporation of water droplet in a 
turbulent two-phase flow using commercial CFD 
simulation software (ANSYS Fluent) in this study. A 
Lagrangian-Eulerian approach was used, in which 
water droplets were represented in the Lagrangian 
frame, while the continuous airflow is represented in 
the Eulerian frame. These two frames are solved via 
two-way coupling, where each frame is solved 
alternately until convergence is achieved. The misting 
spray is modelled by Discrete Phase Model (DPM) in 
Fluent. 
 
2.1 Validation 
A validation study was conducted by cross comparing 
CFD simulation results and wind tunnel experimental 
data published by Sureshkumar, et al. [11]. To facilitate 
the cross-comparison, CFD simulation settings are the 
same as the ones from wind tunnel experiment, in 
which a hollow cone spray was used with the domain 
size 585 x 585 mm of cross section and 1.9 m long.  It 
should be noted that the spray angle is not reported in 
the wind tunnel study, therefore we used the same 
spray angle in Montazeri, et al [8], in which they also 
used Sureshkumar wind tunnel experiment data to 
validate their numerical simulation. The droplet size 
distribution measured a mean diameter of 369 µm, 
where the smallest is 74 µm, largest is 518 µm. In 
terms of particle numbers, Montazeri, et al. [12] 
conducted a sensitivity analysis and confirmed that 
there is no further significant improvement in the 

accuracy of results with more than 300 particle 
streams, thus this value is used in this study.    
In the validation study, we tested the performance of 
standard K-Epsilon and Transition SST model to 
identify the optimal turbulence model to reproduce 
water evaporation. The performance of Transition SST 
could be better than standard K-Epsilon to reproduce 
a wall-bounded flow, since Transition SST combines k-
ω transport equations with two other equations to 
deal with intermittency and transition onset criteria. 
Air temperature data were collected at 9 (3x3) 
different locations on the outlet plane as wind tunnel 
experiment did. The Dry Ball Temperature (DBT) from 
experiment data, K-Epsilon, and Transition SST (SST) 
results are cross-compared in Figure 1 by the deviation 
analysis conducted via the SPSS statistical software, 
where the dotted lines are representative of 5% 
deviation from exact fit. As shown, the k-e model 
tends to overestimate the outlet DBT, whereas the SST 
model shows a more balanced result, with points 
spreading out equally among the y=x line of fit. 
Consequently, while we can generally conclude that 
both the CFD results are in good agreement with 
experimental results, the Transition SST model has 
proven to be more accurate and is thus used for 
further studies in this paper.  CFD simulation result was 
shown in Figure 2, which is the dispersion and size of 
water droplets in the computational domain. 
 

 
 
Fig 1: Cross-comparison between CFD simulation and wind 
tunnel experiment.  

2.2 Parametric Study 
A parametric study (Figure 3) was conducted to 
investigate the sensitivity of misting cooling effect on 

change of spray and microclimate characteristics, i.e. 
air flow and relative humidity (RH) in the urban canopy 
layer. Parameters include the canyon aspect ratio, RH, 
misting spray nozzle size. The canyon aspect ratio 
(H/W) is the building’s height (H) to the street’s width 

29

30

31

32

33

34

35

36

29 30 31 32 33 34 35 36

C
FD

 (
ai

r 
te

m
ep

ra
tu

re
)

Wind tunnel results (air temperature) 

k-e k-w sst



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

331 

(W) ratio and has been found to strongly correlate with 
air flow in the urban canopy layer (references). 
Therefore, we investigated the sensitivity of 
evaporative cooling on changing air flow at 
surrounding microclimate, by changing values of H/W. 
In the parametric study, the misting sources are 
located at the street canyons with different H/W ratios, 
i.e. 0.4, 1.0, 2.5 and 5.0. 

 
Fig 3: Modelling configurations in parametric study. 

In terms of misting sprays, two main types of sprays 
are tested – 4.0mm nozzle and 0.5mm nozzle. Like 
described above, the 4mm nozzle specifications are 
adopted based on the previous Wind Tunnel study [6], 
whereas the 0.5mm nozzle is modelled based on 
assumed values for the droplet distribution and 
supplemented by data from different manufacturers. 
The purpose of using the smaller nozzle size is to 
represent a spray with much finer water droplets, that 
do not cause ‘wetting’ of human skin upon contact, 

thus improving thermal comfort among pedestrians. 
The mass flow rate for the 0.5mm nozzle has been 
reduced significantly by 60 times magnitude than the 
4mm nozzle since the mass flow rate for 4mm nozzle 
does not work to 0.5mm nozzle.   
The relative humidity is an indicator of how much 
water vapor is present in the air and is thus an 
important consideration in employing misting systems. 
Theoretically, in an ideal scenario, the wet bulb 
depression is the limit of maximum cooling from 
evaporative cooling systems. This is defined as the 
difference between the dry-bulb and wet-bulb 
temperature. When the RH is 100%, the wet bulb 
depression is zero, and thus the potential for 
evaporative cooling also diminishes. The RH conditions 
in the previous Wind Tunnel study [6] is significantly 
smaller than that of a tropical country like Singapore, 
and thus this study used values that are more 
representative to tropical climate. Two main values 
are thus chosen – 60% and 90% RH, which fall within 
the range of a typical day in Singapore. The cooling 
potential in the 60% RH case will be more significant, 
but regardless, this study seeks to investigate the 
potential even in the more extreme case of 90% RH. 
The inlet air temperature remains constant through all 
the cases at 31oC. This translates to a Wet Bulb 
Depression of 6.32oC in the 60% RH case, and 1.44oC in 
the 90% RH case. All the parametric cases and CFD 
simulation settings in the parametric study are 
summarized in Tables 1 and 2 respectively. 
 
Table 1 Summary of parametric cases. 

Canopy 
Aspect 
Ratio* 

Relative 
Humidity (%) 

Nozzle Size 
(mm) 

Cases 

A 0.4 
 

I 60 1 0.5 Case A-I-1 

2 4 Case A-I-2 

II 90 1 0.5 Case A-II-1 

2 4 Case A-II-2 

B 1.0 I 60 1 0.5 Case B-I-1 

2 4 Case B-I-2 

II 90 1 0.5 Case B-II-1 

2 4 Case B-II-2 

C 2.5 I 60 1 0.5 Case C-I-1 

Fig. 2. Temperature contour along flow field. 
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2 4 Case C-I-2 

II 90 1 0.5 Case C-II-1 

2 4 Case C-II-2 

D 5.0 I 60 1 0.5 Case D-I-1 

2 4 Case D-I-2 

II 90 1 0.5 Case D-II-1 

2 4 Case D-II-2 

*: Street width is 20m at all parametric cases.  
 
Table 2 Summary of settings of evaporation modelling. 

Discrete Phase Model 
(DPM) Iteration Interval 

5 

Particle time step (s) 0.01 

Number of time steps 1 

DPM Condition Escape (Ground); Reflect 
(Buildings)  

Tracking max number of 
steps 

5000 

Injection type Hollow cone 

Number of streams 300 

Material Water-liquid 

Evaporating Species H2O 

Diameter Distribution Rosin-Rammler 

Water temperature (oC) 25  

Velocity Magnitude (m/s) 23.24 

Cone angle 20o 

Outer Radius (m) 
 

0.5 mm nozzle size: 0.00025;  
4.0 mm nozzle size: 0.002 

Total flow rate (kg/s) 0.5 mm nozzle size: 0.00347;  
4.0 mm nozzle size: 0.2083 

Min, Max, Mean 
Diameter (μm) 
 

0.5mm nozzle size: 9.5, 49.9, 
15.2 
4.0 mm nozzle size: 74, 518, 
369   

Spread parameter 
 

0.5 mm nozzle size: 1.4 
4.0 mm nozzle size: 3.67 

Number of diameters  20 

Drag law Spherical 

Breakup model Taylor Analogy Breakup model  

Stochastic Tracking Discrete random walk model, 
Random eddy lifetime 

Vaporization model Convection/Diffusion-
controlled 

Inlet air temperature (oC) 31 

 

3. RESULT AND DISCUSSION 
3.1 Locations of Injections  
The contour of air temperature is partly presented in 
the Figure 4 to analyze the impact of different injection 
point locations (either windward or leeward face) on 
air temperature: Case 1 (H/W ratio= 0.4). It can be 
observed that the distribution of cooled air is 
influenced by the airflow near the injection points. 
Due to sharp edges and close spacing between two 
buildings, the airflows starts to skim over the top of the 
buildings and creates a lee vortex on the cavity (street) 

when the wind is perpendicular to the long axis of the 
street [13]. The downwind, which is deflected 
downwards by the windward wall of the succeeding 
building, carries the cooled air from the water spray 
down near the ground and pushes it upwards when 
the flow reaches the leeward face on the other side. 
As a result, the cooled air is distributed horizontally 
and cover almost the entire pedestrian level. On the 
other hand, leeward injections create a vertical 
distribution of cooled air along the leeward wall 
surface while horizontal dispersion is quite limited. 
This might not be significant and helpful to the 
pedestrian level cooling.   

3.2 Urban Density (H/W)  
Figure 5 shows the impact of different urban densities, 
i.e. H/W, on the cooling effect. Street width (20 m), 
nozzle size (4 mm), injection points (leeward face) and 
RH (60%) were constant for all the selected cases. 
When the injections were located on the leeward 
position in Case 1 and 2 that represent low-mid density, 
the cooled air were indeed moving upwards 
influenced by the upstream near leeward surface 
(Figure 4, left) however in Case 3 and 4 that represent 
mid-high density the cooling effect was dispersed in 
horizontal manner instead (Figure 5). Lower 
temperature were found near the ground surface and 
distributed uniformly due to the decrease of vertical 
streams, increase of horizontal airflows and the 
buoyancy within the street canyon. It shows that in 
high dense areas, injection points can be on either side 
of the street, i.e. the discrepancies between injections 
from windward or leeward face becomes less 
significant.  
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In high dense area, as represented by Case 3 and 4 
(Figure 5), the effect of vertical airflows deflected from 
the top of the buildings becomes very weak, due to the 
larger frontal area density. In this condition, the wind 
deflected from the side of the building can still 
penetrate from the both edges of the street canyon on 

the pedestrian level and influence the cooling effect. 
This result is consistent with Yuan et al. [14], where the 
mean building height determines the z0+zd value in 
high-density urban areas, while urban ventilation 
performance from the pedestrian perspective mostly 
depends on the pedestrian-level building porosity.  
 
3.3 Inlet air humidity ratio (ω) (Relative humidity)  
The impact of humidity level on evaporative cooling in 
Case 1 (windward injection and 4 mm nozzle size) on 
air temperature is shown as Figure 6 (left RH: 60%; 
right RH: 90%). When the humidity is lower (60%), air 
temperature reduction can reach up to 2oC, ranging 
between 29oC and 31oC. Whereas in high humidity 

condition, the temperature reduction can only reach 
about 1oC. The area of coverage in low humidity 
condition is also significantly larger than in high 
humidity condition.  
This result indicates that in high humidity condition, 
there is less evaporation process happening due to the 

high concentration of water vapor in the air. When the 
water sprayed out from the nozzle, the heat in the air 
get absorbed by the water in order to transform from 
water droplets into vapor and thus reduce the air 
temperature of the surrounding area. The more and 
faster the water evaporates, the more heat taken 
away from the surrounding air and the more the 
temperature drops.  
 
4. IMPLEMENTATION 
Based on the above discussion, the dispersion of 
evaporative cooling effect is significantly affected by 
airflows near the injection points. Therefore, the 
distribution of evaporative cooling could be different 

Fig. 4. Contour of air temperature on leeward and windward injections in Cases 1 with the same nozzle size (4mm) and RH (60%). 

 

Fig. 5. Contour of air temperature on leeward injections in Cases 3 and 4 with the same nozzle size (4mm) and RH (60%). 

 

Fig. 6. Contour of air temperature on Case 1 (windward injections) with different relative humidity values. 
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at high, medium and low density urban areas. Location 
of injections then can be determined by the H/W ratio, 
windward wall is the suggested location in low density 
areas, meanwhile in high density areas injection can be 
located on either windward or leeward wall. The 
magnitude, however, would depend on other factors, 
such as nozzle size and relative humidity, which has 
been discussed in the full journal version. Leeward 
injection on low density areas is might be less 
impactful in reducing the air temperature in the street 
canyon, but it can be considered to be implemented in 
some building typologies, such as housing estates with 
porous corridors and tertiary schools with open-air 
classrooms, that can be explored further in future 
study.  Based on the above discussion, the design 
strategies are summarized in Figure 7. 

 

 
Fig. 7: Vertical section shows suggested injection point 
location, low-dense buildings (above) and high-dense 
buildings (below). 
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ABSTRACT: In high-density urban areas in Asia, pedestrian-level wind environment is highly-related to human 
health and thermal comfort. However, it is still uncertain how irregular breezeways should be connected and 
oriented for optimizing the pedestrian-level wind velocity ratio (VRW). This paper used computational fluid 
dynamics (CFD) simulations to compare VRW in regular and irregular breezeway patterns in four actual high-
density urban areas of Hong Kong, Singapore and Tokyo. Sixteen wind directions were considered for each urban 
area. The simulation method was validated by the wind tunnel experimental data of an actual urban area in Japan. 
Three indices, road density (RD), irregularity ratio (IR) and open space ratio (OSR), were proposed to estimate VRW 
by applying regression analysis. The paper suggests the following results: 1) urban patterns with lower RD and 
higher OSR have better ventilation regardless of wind directions; 2) urban patterns with higher IR tends to benefit 
the airflow penetration in the deep urban area; 3) OSR (R2 = 0.64), as a single index, can most effectively estimate 
VRW; 4) IR together with OSR or RD (R2 > 0.85) can more effectively estimate VRW. The proposed indices, especially 
IR and RD, may help planners to improve road pattern design for obtaining better ventilation. 
KEYWORDS: Irregular breezeway pattern, Pedestrian-level ventilation, Asian cities, Urban planning 

 
 

1. INTRODUCTION 
In high-density urban areas in Asia, pedestrian-level 
wind environment is highly-related to human health 
and thermal comfort, while it is prone to impermeable 
urban arrangements. The porosity of an area can be 
increased by simply introducing more open-space for 
breezeways, such as streets and linked plazas [1]. 
However, it is still necessary to investigate how these 
breezeways, especially the irregular ones, should be 
allocated and oriented for optimizing the overall 
outdoor ventilation. Compared with regular 
breezeway patterns, where breezeways are 
orthogonal, irregular breezeway patterns are also 
commonly seen in actual Asian urban areas while they 
obtain much less studies [2-3]. In addition, there are 
insufficient effective descriptors to account for the 
impact of irregular urban morphological features on 
outdoor ventilation.  
Therefore, to extend the existing knowledge, this 
paper focuses on two objectives: 
To compare pedestrian-level wind conditions between 
irregular and regular breezeway patterns 
To propose practical indices for assessing the impact 
of irregular breezeway patterns on wind velocity ratio 
at the pedestrian level 
 
This research is expected to be significant and practical 
for urban planning and design in high-density urban 
areas considering that the ground open space in these 
areas is usually very limited and has to be efficiently 
used. 
 

2. METHODOLOGY 
This study was conducted by computational fluid 
dynamics (CFD) simulations. The computational 
settings followed the recommendations given by AIJ 
guidelines [4] and validated by wind tunnel 
experimental data. 
 
2.1 Urban patterns and indices calculation 
Four actual high-density urban areas were selected 
from the downtown in Hong Kong, Singapore and 
Tokyo. As shown in Figure 1, the cases in Hong Kong 
represent an old-style urban pattern, which has been 
developed since the early twentieth century. This 
urban pattern consists of a fine road network and 
small-sized plots with mixed-functional buildings; the 
cases in Singapore and Tokyo represent a 
contemporary urban pattern in central business 
districts. This urban pattern is formed by a coarser 
road network and larger plots with bulky commercial 
buildings. To define the road density, or in other words, 
the degree of urban fragmentation, the following 
equation is used: 

Road density (RD) = LT / AT          (1) 

where  LT - total length of road centerlines; 
             AT - total area of the site.  
 
Besides, in each abovementioned urban pattern, the 
cases are further categorized into regular and irregular 
patterns. In this study, the regular pattern refers to the 
pattern mainly formed by orthogonal roads, while the 
irregular pattern has a larger portion of non-
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orthogonal roads with oblique intersection angle(s) 
(i.e. the angles between the road centerlines at the 
intersection point). 
 To define the degree of urban irregularity, the 
following equation is used: 

Irregularity ratio (IR) = Ni / Nt          (2) 

where  Ni - number of irregular road intersections; 
             Nt - total number of road intersections.  

Finally, in addition to the descriptors of breezeway 
patterns, we also indicate the pedestrian-level urban 
permeability by the open space ratio, which has been 
reported to have fairly good correlation with the wind 
velocity ratio [5]. The equation is as follow: 

Open space ratio (OSR) = AO / AT      (3) 

where  AO - total area without building coverage. 
 
 

Figure 1: Model and actual morphologies of the selected urban areas (source: google earth). 
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The three indices were calculated at the target area 
(radius = 200m), which is at the center of the whole 
urban area (radius = 400m), as shown in Figure 1. The 
calculation results of the indices are summarized in 
Table 1. 
 
2.2 Computational settings and validation 
The CFD simulations were conducted by scSTREAM 
(version 13). The same inlet wind profiles were set to 
every case for cross-comparison.  
Table 1: Calculation results of the three indices (RD: road 
density; IR: irregularity ratio; and OSR: open space ratio) 

 RD (km/km2) IR (%) OSR (%) 

Pattern 1 26.8 37.5 47.9 

Pattern 2 24.0 0 52.3 

Pattern 3 19.1 50.0 58.3 

Pattern 4 13.7 11.1 58.5 

 
These wind profiles were estimated by logarithmic 
equations with Singapore’s long-term average wind 
speed (2.65m/s) at Changi climate station [6] and the 
average terrain roughness (1m) of Singapore’s urban 
areas.  
To comprehensively study the urban morphologies, 
sixteen inlet wind directions were considered for each 
case in CFD simulations. Amongst these wind 
directions, two representative wind directions were 
highlighted as following: 
In Hong Kong, 225° and 67.5° were used to represent 
prevailing wind direction in summer and winter, 
referring to the annual statistics of Waglan Island 
weather station [7]; 
In Singapore, 180° and 22.5° were used to represent 
prevailing wind direction in southwest and northeast 
monsoon, referring to the annual statistics of Changi 
climate station [6]; 
In Tokyo, 180° and 0° were used to represent 
prevailing wind direction in summer and winter, 
referring to the annual statistics of Tokyo international 
airport [8]. 
Since the above stations are surrounded by flat 
terrains, the obtained wind directions can be assumed 
to be the wind directions at the gradient height of the 
city center during the same seasons. 
Besides, two overlay mesh blocks were applied for the 
target area and the whole computational domain, 
respectively. Finer meshes were arranged in the inner 
block to ensure at least ten cells covering each major 
breezeway at the target area. Standard k-ε and QUICK 
were used as the turbulence model and advection 
scheme.  
The simulation method was validated by the wind 
tunnel experimental data of an actual urban area in 
Japan [9]. As shown in Figure 2(a), this area has lower 
building heights than those in the four cases in this 
study. However, considering that the area’s 
pedestrian-level building coverage is as similar as 

those in the studied cases, we decided to use its 
experimental data for CFD validation.  
 
3. RESULTS AND DISCUSSION 
Wind velocities at 2m’s height above the ground were 
obtained in the CFD simulations. The measuring 
positions are along the road centerlines at the target 
area with an interval of around 20m. For CFD 
validation, wind velocities were directly used for 
comparison. For the rest of the cases, wind velocity 
ratio was used as the indicator of pedestrian-level 
ventilation. The equation is as follow: 

Wind Velocity Ratio (VRW) = Up / U∞          (4) 

where  Up - wind velocity at pedestrian-level; 
             U∞ - wind velocity at gradient height.  
 
In this study, U∞ is constantly set to 6 m/s, which is the 
wind velocity at 550m of the urban canopy layer height. 
Since U∞ is not affected by the ground roughness, we 
may assume that VRW is not affected by the 
surrounding of the target area and only represents the 
ventilation condition of the local area [1]. 
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Figure 2: (a) The urban model and measuring points for CFD 
validation; and (b) correlation between simulation (CFD) 
and experimental (EXP) results at all measuring points.  

 
3.1 Validation result 
The experimental result from the north wind direction 
was used for validating the simulation result. Data 
from eighty measuring points at pedestrian level, as 
shown in Figure 2(a), were compared with the 
simulation result of the same urban model.  
As presented in Figure 2(b), a good correlation is 
observed, although this correlation is worse than the 
one obtained in the validation with a single building [2]. 
Given the complicated morphologies in an actual and 
high-density urban area, the CFD simulation approach 
proposed in this study can be considered as reliable for 
wind velocity estimation. Therefore, this method will 
be used for the rest of simulation jobs in the study.  
 
3.2 CFD results 
The pedestrian-level VRW of four urban areas in sixteen 
wind directions are shown in Figure 3. Overall, 
compared with the old-style central districts, higher 
VRW is observed in the contemporary central districts, 
where open space coverages are higher and road 
networks are coarser. It can be also seen that VRW in 
the irregular patterns are larger than the regular 
patterns. This phenomenon is more obviously seen in 
the old-style central districts. We may also point out 

that wind direction has evident impacts on the airflow 
patterns. This phenomenon is out of the study scope 
of the current paper, since the proposed indices are 
non-directional. However, the impact of wind 
direction will be addressed in subsequent studies. 
 

 
Figure 3: VRW of 16 wind directions (north: 0°) at the 
pedestrian-level (2m above the ground). 

 

Figure 4: Contours of VRW at the pedestrian-level (2m above the ground). 
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Numerical contours of VRW in two prevailing wind 
directions are compared across four urban areas in 
Figure 4. As can be seen in the CFD results, urban 
patterns with higher RD and lower OSR obviously have 
worse ventilation regardless of wind directions. This 
phenomenon is more evident in regular patterns (i.e. 
pattern 2 versus pattern 4). There are two reasons. 
Firstly, compared with pattern 4, pattern 2 has a larger 
number of straight streets with smaller widths. This 
means that the incoming airflow in these streets 
encountered more viscous force of the building walls, 
hence dropping to a lower velocity in the deep urban 
area. Secondly, compared with pattern 4, the major 
streets in pattern 2 are oriented to the prevailing wind 
directions with larger angles. As a result, the incoming 
airflow encountered larger form drag of the longer 
building cross-sections. 
Besides, urban patterns with higher IR tends to benefit 
the airflow penetration in the deep urban area. For 
example, compared with pattern 4 in 0°, pattern 3 in 
22.5° generated significantly higher VRW at the target 
area. This result is consistent with the finding of a 
previous study [10], where the authors explained that 
wind can easily flow into irregular street patterns 
because of the horizontal momentum.  
 
3.3 Regression results of indices 

A regression analysis was conducted between the 
simulation results of VRW, and the three proposed 
indices. Since the proposed indices are non-directional, 
we represent the ventilation conditions for each urban 
area by averaging VRW of sixteen wind directions, 
which is a comprehensive index to estimate the 
ventilation condition of a site, as suggested by 
previous studies [11-12].  
The normalized regression result with each single 
index is shown in the first row of Figure 5. As to be seen, 
OSR has the highest correlation (R2 = 0.6422) with VRW 
amongst the three indices. This result is consistent 
with the previous finding [5], where the author further 
suggests that OSR has even higher correlation with the 
pedestrian wind velocity, if the calculated open space 
excludes roads and areas around buildings. This result 
suggests that OSR, as a single index, can most 
effectively estimate the pedestrian-level ventilation. 
Besides, RD can also estimate VRW at a good 
agreement (R2 = 0.6314). This is because in high-
density urban development, the road density is usually 
negatively correlated to the open space ratio due to 
the similar road widths. Therefore, RD can be roughly 
used to indicate the urban permeability. However, OSR 
and RD cannot reveal the impact of urban irregularity, 
which, as shown in the simulation results, has 
considerable impact.  
 

 
Figure 5: Regression results between wind velocity ratio (VRW) and the three indices (RD, IR, and OSR). 

 
To improve the regression result, we further conduct 
a regression analysis with two indices. The normalized 
result is shown in the second row of Figure 4. It can be 
seen that by including IR in the regression model, 
substantial improvement is obtained in the estimation 
of both OSR and RD (R2 > 0.85). This result suggests 

that IR is an effective complement in pedestrian-level 
wind prediction. Although IR itself has weak 
correlation with VRW because of the strong 
interference of urban permeability, it can help the 
index, such as RD, to better describe the urban 
morphologies. More importantly, IR can give 
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additional information for supporting urban design 
and planning. The current result further indicates that 
the pedestrian-level ventilation can be improved by 
introducing more oblique road intersections even 
though the building density is controlled. 
 

4. CONCLUSION 
This paper used CFD simulations to compare the 
pedestrian-level wind velocity ratio (VRW) in regular 
and irregular breezeway patterns in four actual high-
density urban areas of Hong Kong, Singapore and 
Tokyo. The simulation method was validated by wind 
tunnel experimental data of an actual urban area in 
Japan. Three indices, road density (RD), irregularity 
ratio (IR) and open space ratio (OSR) were proposed to 
estimate VRW in the regression analysis. The major 
findings are summarized as follow: 
Urban patterns with lower RD and higher OSR have 
better ventilation regardless of wind directions. 
Urban patterns with higher IR tend to benefit the 
airflow penetration in the deep urban area. 
OSR (R2 = 0.64), as a single index, can most effectively 
estimate VRW. 
IR together with OSR or RD (R2 > 0.85) can more 
effectively estimate VRW. 
The final results of this study indicate to what extent 
the irregular breezeway patterns influence the 
outdoor ventilation conditions in high-density urban 
areas. These results are particularly important for 
suggesting proper strategies related to the linkages 
and orientation of street canyons and open-spaces in 
new urban developments. They are also useful for 
renewing the outdoor wind environments in old high-
density urban areas, where street patterns are usually 
irregular. We also try to explore practical and simple 
indices to help planners assess their designs. We 
believe that, urban streets and open-space should be 
designed and planed by striking a balance between 
traditional demands (i.e. traffic, human activity and 
landscape) and advanced demands (i.e. environment 
and human health). To achieve this goal, the relations 
between pedestrian-level wind velocity and the design 
parameters of breezeways should be better 
understood. 
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ABSTRACT: In the case of regenerative processes, design can receive significant benefits from information that can 
be obtained by applying the life cycle assessment methodology. The LCA (life cycle assessment) approach can be 
implemented both for a single building material and for the whole building. An effective and efficient real 
application of this methodology requires the integration of LCA databases and analysis routines to the simulation 
tools (Building Energy Simulation, Building Information Modelling). The integration of LCA tool significantly 
impacts the design efficacy especially in reducing environmental impact of the construction industry. This paper 
reviews the integrated LCA tools in simulation software currently available for BIM platforms and will explore the 
possibilities given to restorative design informed by LCA analysis, through a test on two construction typologies 
for a case study. 
KEYWORD: LCA, regenerative, BIM 

 
 

1. INTRODUCTION 
This paper presents a preliminary overview of 
interoperability and application of LCA and BIM 
software within the activities of the EU-funded 
RESTORE (REthinking Sustainability TOwards a 
Regenerative Economy) COST Action [1]: this project 
aims to affect a paradigm shift towards restorative 
sustainability for new and existing buildings across 
Europe. 
The literature on regenerative design defines 
‘sustainability’ as a transitional stage between ‘green 
design’ on the one hand, and ‘regenerative design’ on 
the other [2,3]. The paradigm shift envisioned by the 
RESTORE project is aimed to move from the ‘green 
design’, which is essentially focused on doing ‘less bad’, 
and the ‘sustainability’, which implicates a ‘neutral’ 
state where the ideal performance is ‘zero’ (meaning 
nearly zero energy and low emissions building), 
towards an approach that permits regenerative 
capabilities to evolve, a net-positive restorative 
sustainability to incrementally do ‘more good’ [4,5]. 
The main challenges for implementing regenerative 
development are focused on the current lack of an 
integrated approach and on the scarcity of 
comprehensive examples providing quantifiable 
evidence of the benefits of regenerative built 
environments. In the long term, a regenerative 
approach to the built environment that integrates with 
ecosystems will increase the chances of a continuous 
suitable environment for humans. Although this may 
be difficult to test currently, development that aims to 
repair and integrate with ecosystems is more 
conducive to positive healthy outcomes than that 
which only slows the rate of degradation [6]. 
Although, the real strategies and design tools for 
evaluating the environmental impacts are not yet 
standardized for the regenerative design and 

developed for Regenerative design. The growing 
sensibility to the ecological aspects and the emergency 
due to the economic crisis pushed the architectural, 
engineering and construction communities to realize a 
negative environmental impact of the built 
environment. Buildings are responsible for 40% of 
carbon emission, 14% of water consumption and 60% 
of waste production worldwide [7]. According to the 
European Union Directive, land is the scarcest 
resource on earth, making land development one of 
the fundamental components in effective sustainable 
building practice [8,9]. Over 50% of the world's 
population live in cities. Environmental damage 
caused by urban sprawl and building construction is 
severe and we are developing building construction 
and human facilities at a speed that the earth cannot 
compensate [10]. Buildings affect ecosystems in 
different ways and their extension increasingly 
overtake agricultural lands and wetlands or bodies of 
water compromising existing wildlife. Energy is the 
building resource that has gained the most attention 
within the built environment research community. 
Moreover, building materials are another limited 
resource within a building’s life cycle [6]. 
Regenerative design could be one of the most 
important strategies in reducing the environmental 
impacts of the building sector. There are several tools 
and methods to help the implementation of 
sustainable development into the built environment. 
Life Cycle Assessment (LCA) is considered as a 
complete method to assess the sustainability of a 
building over its life cycle; and has growing importance 
in the scientific community. Several studies highlight 
the importance of improving and simplifying LCA 
application to buildings. Thus, it is recognized that the 
integration of BIM (Building Information Modeling) 
with LCA can reduce and optimize LCA application [11]. 
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Regenerative theories propose to examine the 
historical, cultural and technological nuances, beside 
the elaboration of identification signs, focusing on 
design strategies linked to the place, the context and 
communities [12]. 
Since the design stage does not allow to make 
predictions on future regenerative performances of 
the building, the regenerative design involves the 
stakeholders of the project since from the very 
beginning. The proper way to implement a 
regenerative intervention suggests an alternative to 
change the present model of intervention on the 
context, advancing connections among constituent 
elements, coevolution of man and nature and the 
needs for adaptation and flexibility more than the 
economic income. 
The Regenerative design process can also receive 
significant benefits from information and data given by 
the application of the LCA methodology toward the 
construction process [13]. LCA is a tool already used to 
analyse the environmental impacts of a product, an 
activity or a process along all the phases of the life 
cycle, through the quantification of the use of 
resources ("inputs" such as energy, raw materials, 
water) and emissions into the environment 
("emissions" into the air, in water and soil), proposing 
also the best solution to be adopted in terms of 
environmental impacts. 
In this context, the role of BIM appears as a building 
tool that facilitates the application of LCA in the 
construction sector: the use of BIM at the early stage 
of designing construction projects empowers the 
decision-making process in the construction sector 
[14]. BIM provides designers, architects, and engineers 
with data required to evaluate energy consumption 
and environmental impacts in the construction sector 
throughout the entire lifecycle of building materials. It 
can be really considered that BIM harmonizes both the 
information of building materials and the evaluation of 
their environmental impacts [15]. 
 
2. METHODOLOGY 
This paper analyses how could be integrated BIM and 
LCA processes in a practical way for evaluating the 
environmental impacts of building materials in the 
construction sector. 
The first step of the research is focused on the 
investigation of the state-of-the-art about the more 
used available LCA software: the analysis was 
developed according to the typology of tools (stand 
alone, plugin, suite tool) and their main characteristic 
in terms of database, products, data availability, 
obtaining the selection of: Caala [16], One click LCA 
[17], Primus LCA [18], SIMAPRO [19], Open LCA [20], 
Tally [21], Impact Compliant [22], Umberto Lca Soft 
[23], Gabi Soft [24]. 

The second step is to select the tools that could be 
implemented on BIM software: in this specific case 
Autodesk® Revit® [25] is analysed to conduct the 3D 
modelling and to apply the inventory database of 
building materials, in relation to the characteristic of 
the local climate, the building site and the local 
material production and supply. 
After the quantification of building materials in the 
construction components, the environmental impacts 
are evaluated and discussed by a comparison of 
database and solutions. 
Among the listed tools, this study focuses on the 
evaluation on those with a direct connection or plugin 
for BIM models: Tally and One click LCA. 
Tally is a plugin application for Autodesk® Revit® 
software, developed by Kieran Timberlake and PE 
International, that allows users to quantify the 
environmental impact of building materials for whole 
building analysis as well as comparative analyses of 
design options. 
This study adopted the educational licence, Version 
2017.06.15.01 (6/18/2017): Tally analysis accounts for 
the full cradle-to-grave life cycle according to the EN 
15978 and utilizes a custom-designed LCA database 
developed in GaBi 6 and using GaBi databases, 
consistent with LCA standards ISO 14040-14044. 
One click LCA, developed by Bionova®, is a Life-Cycle 
Assessment and Life-Cycle Costing (LCC) software that 
allows to design greener building, to create 
Environmental Product Declarations (EPD) for building 
materials and to earn valuable certification credits, 
including LEED v4's MRc1 Building Life-Cycle Impact 
Reduction, BREEAM Mat 01 Life cycle impacts. 
The tool works as a plugin by importing data from Revit 
or BIM model, gbXML Energy model, Excel, or use the 
manual import within the cloud software itself and 
obtain a ready-made report. 
This study adopted the educational licence, Version 
1.0.2 (13/10/2017): the tool is also third-party verified 
for EN 15978, ISO 21931-1, ISO 21929-1 and for input 
data for ISO 14040/44 and EN 15804 standards; One 
click LCA disposes of an own database for generic 
construction materials and a wide list of available 
databases, among the most used in the world (such as 
Environdec and other national version of EPD system). 
Other software have been tested and evaluated, but 
their application is not proposed in this study because 
the absence of a direct link or plugin with BIM model: 
so data, values and geometry need to be implemented 
as spreadsheet and then inserted into the LCA tools. 
3. APPLICATION - CASE STUDY 
Further step proposed in this paper is a test on 
different tools and database using the same case study 
for comparing the results. 
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Figure 67: Case study characteristics 

 
The proposed case study (Figure 67) concerns a small 
residential building, which could be built with two 
different kind of structure: a masonry envelope and a 
wooden one. The envelope energy performances were 
defined in the technological and thermal 
characteristics according to the Italian law D.M. 
26/06/2015 [26]. The building is located in Venice area 
(Italian Climate Zone E), according to the Italian law 
(Table 6). 
 
Table 6: Thermal Transmittance for each technological 
component of the two different structures of case study. 

 Thermal Transmittance U [Wm-2K-1] 

 Case 1, masonry 
building 

Case 2, wooden 
building 

Basement 0.21 0.21 

Wall 0.17 0.21 

Flat Floor 0.18 0.19 

Roof 0.19 0.18 

Window 0.99 0.99 

 
4. SYSTEM BOUNDARIES AND DELIMITATIONS 
The analysis accounts for a full Cradle-to-Grave life 

cycle of the design process, including material 

manufacturing, maintenance and replacement, 
eventual end-of-life. The lifespan is considered for 50 
years. 
The two buildings are described with two different 
construction typologies, so the environmental 
assessment recognizes Revit categories, technological 
components, materials and energy used across all life 
cycle stages. The Life Cycle Stages are presented and 
analysed according to EN 15804 and EN 15978, as 
described in Table 7. 
 
Table 7: Life Cycle Stages according to EN 15804. 

Life Cycle 
Stages 

Sections Data references 

Product 
Stage 

A1: Raw material 
supply 

Quantity Take-off by 
Revit abacus of materials 
and integration with 
database, Gabi US (Tally) 
and Ecoinvent (One click 
LCA). 

A2: Transport 

A3: 
Manufacturing 

A4: Transport to 
building site 

Stage not evaluated 

Life Cycle 
Stages 

Sections Data references 

Construction 
Process 
Stage 

A5: Installation 
into building 

Data taken by database, 
Gabi (Tally) and 
Ecoinvent (One click LCA) 

Use Stage B1: Use / 
application 

Stage not evaluated 

B2: Maintenance Life span of the building 
as in case study is 
estimated 50 years. 

B3: Repair 

B4: Replacement 

End of Life 
Stage 

C1: 
Deconstruction / 
demolition 

Calculation database, 
Gabi (Tally) and 
Ecoinvent (One click LCA) 

C2: Transport 

C3: Waste 
processing 

C4: Disposal 

Benefit and 
Loads 
beyond the 
System 
Boundary 

D: Recycling  

 
5. ASSESSMENT RESULTS AND DISCUSSION 
 

In order to understand the role of BIM and LCA 
integration in the evaluation of environmental impacts 
of building materials, this research a preliminary 
application of LCA tools on Autodesk Revit that aims to 
calculate the environmental impacts of the selected 
building materials. 
Both Tally and One click LCA allow to investigate the 
direct impact of each materials to identify which ones 
are causing the most environmental impact in any 
given category. 
The identification of materials is the most important 
stage in the plugin use because it depends on the 
database quality, the availability, the congruence of 
information, the presence of specific products. Even if 
the quantity of available materials is restricted, Tally 
interface presents an organized structure, an easily 
research filters and also it presents a very detailed 
characterization of materials (thermal properties, 
density, take-off method, service life). 
The results of environmental impact given by the 
analyses are selected and discussed with reference to 
the Global Warming Potential (GWP) [kg CO2 eq] and 
the Primary Energy Demand (PED) [MJ]: the choice of 
these environmental impacts is given according to the 
development of activities of RESTORE Cost Action and 
the requirements described in the Materials Petal 
Handbook [27] for the achievement of the Living 
Building Challenge certification. 
According to the TRACI 2.1 characterization scheme 
[28], the GWP is a measure of greenhouse gas 
emissions, such as carbon dioxide and methane. These 
gases increase the absorption of radiation emitted by 
the earth. This may in turn have adverse impacts on 
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ecosystem, human health, and material welfare. The 
PED is a measure of the total amount of primary 
energy extracted from the earth: PED is expressed in 
energy demand from non-renewable resources (e.g. 
petroleum, natural gas, etc.) and energy demand from 
renewable resources (e.g. hydropower, wind energy, 
solar, etc.). Efficiencies in energy conversion (e.g. 
power, heat, steam, etc.) are taken into account. 
The results of both alternatives of case study are 
presented and discussed (Table 8, Table 9). 
Impact results are quite different due to the adoption 
of databases: in Tally the GaBi data are intended to 
represent the United States region and the year 2013, 
while in One click LCA this research adopted Ecoinvent 
with a selection of France market data, due the not 
available collection for Italy. In fact, during the 
workflow of materials analysis, the connection from 
Revit abacus to LCA database is developed by a 
selection the available list of materials, by a choice 
among those with similar characteristics and by the 
conversion of service life. 
Table 8: Environmental impact for masonry building 

 GWP [kgCO2eq] PED [MJ] 

Stage Tally One click Tally One click 

A1-A3 82’280 50’960 1’074’010 966’797 

B1-B6 339’268 330’289 5’678’943 5’695’184 

C1-C4, D 7’303 6’227 111’898 105’442 

Total 428’851 388’676 6’864’851 6’767’423 

  -9.4%  -1.4% 

 
Table 9:  Environmental impact for wooden building 

 GWP [kgCO2eq] PED [MJ] 

Stage Tally One click Tally One click 

A1-A3 41’928 44’428 913’590 1'142’400 

B1-B6 349’223 323’562 5’752’942 5'555’106 

C1-C4, D 21’093 953 109’350 16’661 

Total 412’244 368’944 6’557’182 6'714’166 

  -10.5%  2.4% 

 
Moreover, Tally and One click LCA present different 
materials selection and calculations; while One click 
LCA considers all materials separately, in Tally the 
default procedure gives the possibility to choose how 
to consider a component: for example, a masonry wall 
could be treated as a single whole impact, or as sum of 
different layers, so the mortar and the finishing are 
considered as distinct materials. This is a positive plus 
for Tally, but also it needs more attention into the 
construction of the building model in both tools. 
The same situation is given for other materials: for 
example, in case of reinforced concrete component, 
Tally requires to specify the quantity of concrete and 
steel in the same label; One click LCA interface need to 
insert a new layer in BIM model linked to the 
reinforcement and then to choose the proper code 
“reinforced steel for concrete structures” in the 
database. In this case the user had to make more 
attention and to alter the BIM model in order to 

consider all the layers for the LCA; this is the reason 
why the research has ignored the quantity of mortar in 
Tally, in such a way that the quantity is conform in One 
click LCA. 
The results of LCA are given as descriptive report, 
spreadsheet file, or graphical dashboards (Figure 68, 
Figure 69) that provides a summary of all energy, 
construction, transportation, and materials inputs in 
the study. 
 

masonry building 

 
wooden building 

  

 
Figure 68: Environmental impact by Tally calculation for 
masonry and wooden building 

 
 

masonry building 

 
wooden building 
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wooden building 
 

Figure 69 - Environmental impact by One click LCA calculation 
for masonry and wooden building 
 

The chosen of database is more evident in case of 
comparation of tool, as shown in the results for 
masonry external wall (Table 10). In Tally, the database 
doesn’t list type of hollow brick, so the analysis was 
conducted using a generic brick, even if with a higher 
impact than hollow brick. So, for comparing the 
outputs, the solid brick was selected in both software, 
even though the One Click database gives data for 
hollow brick. 
 
Table 10: Environmental impact for masonry external wall 

 
The high value of GWP in Tally can be due to the 
absence of a materials with characteristics comparable 
to mortar plaster; as consequence cement data was 
selected, even if the higher impact than a lime mortar 
usually used as a finish for the walls. 
 
6. CONCLUSIONS 
The paper evaluates the interoperability of LCA tools a 
BIM software in order to evaluate environmental 
impacts in the construction sector throughout the 
entire lifecycle of building materials; in particular this 
study evaluates the available plugins for Autodesk® 
Revit®: Tally and One click LCA. 
In Tally the user could define relationships between 
BIM elements and construction materials from the 
database, while working on a Revit model. The result 
is LCA on demand, and an important layer of decision-

making information within the same time frame, pace, 
and environment that building designs are generated. 
One click LCA works with structural and architectural 
models and is able to adapt to material labelling 
practices. The cloud service to which the plugin 
connects detects the materials used in your model and 
calculates their environmental impacts automatically. 
Database should be enhanced due to the difficulty in 
finding related products that the actual building has. 
Some relevant notes are reported according to the 
workflow during the application. 
The Tally application works directly in Revit, while One 
click LCA send the analysis in cloud. 
The tools present different procedure for materials 
selection and method of calculation; One click LCA 
considers materials separately, and the list of products 
is organized by assessment method and by country 
source; Tally allows to choose how to consider a 
component and the layer of inner materials with a 
strict connection and cohesion to Revit, even if the 
available list of products is quite delimited. 
Both tools allow a comparison of construction 
technology and choice of materials, giving exhaustive 
reports, charts for evaluate the impacts of products, 
materials at each stage of life span, and also 
spreadsheets for further data elaboration (especially 
in One click LCA). 
The outputs given by a test on the two type of 
buildings shows how the use of both tools gives similar 
values only for PED (about 1.5%), not for GWP (about 
10%); the differences emerged using different 
databases, that get available not the same products, 
so the environmental impact of each material presents 
very different values (about 22% average). These 
issues could be solved with a deep knowledge of 
manufacturing process of materials, but, in relation to 
the aim of this research, it needs firstly an awareness 
of database content and the availability to modify and 
add database values of the tools, still precluded by 
software houses. 
The next step of the research will regard the analysis 
and the achievement of environmental requirements 
according to Living Building Challenge, in term of 
embodied carbon footprint and full LCA calculation. 
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ABSTRACT: This paper presents two different approaches to deal with the assessment of the BIPV potential in 
building renovation projects in urban areas, taking Neuchâtel as a representative middle-size city of the Swiss 
plateau. 1) A building-scale analysis aiming to show to stakeholders involved in the renovation process that it is 
important to consider BIPV strategies to achieve the 2050 targets and that it is possible to produce quality 
architecture using BIPV products already available. For this, five real case studies of residential building archetypes 
are used. 2) An urban-scale analysis aiming at identifying the priorities of the interventions by comparing the 
potential of buildings from a large building stock. In each approach, we estimate the total on-site electricity 
production and the financial incomes provided by the BIPV installation taking into account the electricity self-
consumed on-site and the injection of the overproduction into the grid, considering the building energy production 
and demand at an hourly resolution. Comparing the two approaches allowed us to show that the ranking of the 
buildings using the two methods remained consistent, despite the – expected – discrepancies in absolute results, 
and to discuss their complementarity in different stages of the planning and design process. 
KEYWORDS: Integrated design, Building renovation, Building-Integrated Photovoltaics 

 
 

1. INTRODUCTION 
In view of the importance of urban renewal processes 
to reduce the impact on the global warming effect and 
climate change, building-integrated photovoltaics 
(BIPV) systems can provide a valid response to the 
challenges of the energy turnaround and help achieve 
long-term carbon targets. Functioning as both 
envelope material and on-site electricity generator, 
they can reduce the use of both fossil fuels and 
greenhouse gas (GHG) emissions [1]. 
This work is part of on-going research focussing on the 
renovation strategies for the Swiss residential building 
stock including BIPV to achieve 2050 targets for the 
energy turnaround fixed by the “2000 Watt Society” 
concept [2].  
The paper presents two different approaches to deal 
with the assessment of the BIPV potential in 
renovation projects: 1) a building-scale analysis and 
renovation of five residential building archetypes 
(mainly defined by the construction period, from 1909 
to 1990), already presented in [1] and illustrated in Figs. 
1 through 5; 2) an urban-scale analysis that aims at 
identifying the priorities for building energy 
renovation and solar energy installation by comparing 
the potential of buildings from a large building stock. 
 
 
The study uses five real residential buildings in 
Neuchâtel (Switzerland) as case studies; figures 1 to 5 

show the current status and the characteristics of each 
residential archetype. 
The emphasis of the study is placed on checking 
whether the ranking of buildings is consistent between 
the two analysis scales. We also highlight the 
complementarity of the two analysis scales and discuss 
their use as subsequent steps in the planning and 
design process of building energy renovation. 
 

 

788 m2 of floor area, 8 
apartments. 
 
 

 

Figure 1: Archetype 1, built in 1909. 
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847 m2 of floor area, 10 
apartments.  
 
 

 

Figure 2: Archetype 2, built in 1938. 

 

 

4’415 m2 of floor area, 48 
apartments.  
 
 

 

Figure 3: Archetype 3, built in 1968. 

 

 

5’263 m2 of floor area, 52 
apartments.  
 
 

 

Figure 4: Archetype 4, built in 1972. 

 

 

4’417 m2 of floor area, 30 
apartments.  
 
 

 

Figure 5: Archetype 5, built in 1990. 

 
2. METHODOLOGY 
This work was conducted using a simulation-based 
approach adapted to each analysis scale. Figure 6 
shows an example of the 3D model of the same 

building at urban- and building-scales, with different 
levels of detail (LODs). The level of detail (LoD) of the 
3D model is crucial to estimate the accuracy of the 
assessment. The CityGML standard defines five levels 
of details from LoD0 to LoD4, depending on the 
amount of information available about the building [3]. 
For the needs of PV calculation at the building scale, a 
LoD3 model is the best option, as it provides all the 
details about the external aspect of the building. 
However, at the urban scale, available datasets are 
often at a lower LoD. In this case, a LoD2 model 
including dormers and roof overhang is used (Fig 6). 
The comparison of the two approaches is based on the 
same renovation scenario, proposing an envelope 
transformation that meets the minimum legal 
requirements according to SIA norm (Swiss Society of 
Engineers and Architects) 380/1:2016 [4], while 
maximising the electricity production using both roofs 
and façades as active surfaces.  
 

Building -scale model – LoD3 

 
Urban -scale model – LoD2 

 
Figure 6: 3D models for the archetype 1, built in 1909. 

 
For both scales, a building energy renovation scenario 
is proposed, which includes an insulation 
improvement of the building envelope (insulation of 
opaque elements and replacement of existing 
windows) in order to reduce heating energy needs 
according to the current legal requirements defined by 
SIA 380/1:2016 [4]. Moreover, in terms of active 
strategies, we propose an improvement of the heating 
system through a replacement of the existing oil or gas 
boiler by an air-water heat pump (AWHP). The latter 
has a coefficient of performance (COP) of 2.8 and is 
used for both heating and domestic hot water (DHW) 
needs. 
In order to present the climate conditions of Neuchâtel 
(Switzerland), Figure 7 shows the monthly diurnal 
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average data from the hourly-step weather file used to 
conduct the calculations. 
 

 
Figure 7: Climate conditions of Neuchâtel, monthly diurnal 
average  
 
2.1 Building-scale analysis 
Thermal simulations are conducted in EnergyPlus 
(DesignBuilder interface) [5] using a detailed 3D model 
(LOD3) reconstructed using the original plans of the 
building for the base-case, and a building-specific 
design proposal for the renovation scenario. From this 
simulation phase, hourly-step consumption is 
obtained for lighting, appliances, heating and 
domestic hot water (DHW).  
We use Daysim [6] to simulate the plane-of-array 
hourly irradiances, which are then processed in PVLIB 
[7] to calculate the direct current (DC) power output of 
the photovoltaic (PV) modules. The arrangement of 
BIPV modules is defined from an architectural design 
phase, defining the potential active surfaces by 
composing the façade and the roof using standard-
sized BIPV elements. 
The objective of this design phase consists in 
identifying the maximum area that could suit PV 
modules. This approach and the final selection of the 
active surfaces are described in [8]. In the context of 
this study, we only consider the approach maximising 
the number of modules fitting on the building surfaces.  
 
2.2 Urban-scale analysis 
Simulations are conducted on a 3D city model, 
including buildings at LoD2, obtained from a 3D 
cadastre, and terrain and far-field obstructions 
obtained from Digital Terrain Models at 1-m and 25-m 
resolution respectively. 
The arrangement of BIPV modules is determined on 
each surface by an automated algorithm, maximizing 
the number of modules on each surface. As for the 
building scale, we use Daysim [6] to simulate plane-of-
array hourly irradiances, which are then processed in 
PVLIB [7] to calculate the DC power of the PV modules. 
Since the DC production is calculated on the plane of 
the building surface, we decided to apply a reduction 
factor of 0.5 for flat roofs (archetype 3 and 4). We 
assume in fact the use of tilted arrays, which have a 
lower total production because of the smaller number 
of modules fitting the roof surface. Similarly, the 
production for vertical surfaces is corrected by a 

reduction factor (= 1-window-to-wall ratio) in order to 
exclude the installation of BIPV modules on windows. 
Thermal simulations for the base-case scenario are 
conducted in CitySim [9], using fixed assumptions for 
thermal parameters (e.g. U-value, window-to-wall 
ratio) depending on the year of construction, adapted 
from [10]. The heating needs for the considered 
renovation scenario were estimated scaling down the 
heating energy needs for the base-case scenario so as 
to reach the current annual requirements defined by 
SIA 380/1:2016 [4]. The final energy for heating is 
estimated using a fixed COP of 2.8. The electricity 
demand for domestic hot water, lighting, appliances 
and ventilation is estimated using annual values per 
floor area as calculated in the building-scale 
simulations, using the reference values and schedules 
defined by SIA 2024:2015 [11]. 
 
2.3 Financial calculations 
Considering that both presented methods include on-
site electricity production and energy demand 
estimation on hourly resolution, it is also interesting to 
compare the self-consumption (SC) and self-
sufficiency (SS) potential, as defined in [8]. In particular, 
the self-consumption ratio represents the quantity of 
on-site electricity that is consumed directly by the 
building, i.e. avoiding the necessity of purchasing 
electricity. 
We argue in fact that, in BIPV-driven building energy 
renovations, the size of the solar installation should be 
adapted to the real energy demand of the building to 
avoid too much overproduction and reduce the initial 
investment costs. In this study, we considered a cost 
of 0.22 CHF/kWh for purchased electricity and a rate 
of 0.087 CHF/kWh for injected electricity representing 
the current prices in the canton of Neuchâtel [12]. 
Since PV panels produce direct current (DC) electricity, 
we consider a Performance Ratio of 90% as 
recommended in [13] to obtain alternating current (AC) 
that is consumed by the building.   
Through the self-consumption ratio, we estimate for 
each archetype the economic income potential 
expressed in CHF/m2.year obtained after the 
renovation (building envelope with BIPV installation 
and HVAC system) [14]. 
 
 
The income is calculated on an hourly resolution using 
the following equation: 
 

Income=∑ PV∙[PE∙SC+IN∙(1-SC)]8760
1         

where  PV - AC electricity production from PV (kWh);  
             PE - purchased electricity cost (CHF/kWh);  
             IN - injected electricity rate (CHF/kWh);              
         SC - self-consumption ratio (%).  
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3. RESULTS 
Table 1 shows the results of the two analyses on the 
same case studies. It should be noticed that these 
results are extracted respectively from an urban-scale 
analysis including thousands of buildings, and a 
building-scale analysis including other renovation 
design scenarios. The comparison is here conducted 
only on the buildings that are comparable across the 
two analyses. 
The total on-site electricity production is a good 
indicator to prioritise the buildings that could produce 
the larger amount of electricity per year. Similarly, it is 
possible to highlight the buildings with worst energy 
performance to classify them as a priority in urban 
renovation plans. 
The ranking of the absolute production is consistent 
for both absolute and normalised production, with 
only a small change in archetype 4 and 5 regarding the 
absolute production. However, as expected, we can 
notice large discrepancies in the absolute results, 
especially for façades. 
 
Table 1: Ranking results for each building archetype using the 
two analyses scales according to the total on-site DC 
electricity production. 

Archetype 1 2 3 4 5 

DC electricity production Urban-scale analysis 

Roof [MWh/year] 27 10 60 35 161 

Façades [MWh/year] 40 49 119 148 104 

Total [MWh/year] 67 59 179 183 265 

Ranking [-] 4 5 3 2 1 

Total [kWh/m2year] 91 77 55 42 67 

Ranking [-] 1 2 4 5 3 

DC electricity production Building-scale analysis 

Roof [MWh/year] 29 21 73 23 173 

Façades [MWh/year] 47 44 160 107 156 

Total [MWh/year] 76 65 233 130 329 

Ranking [-] 4 5 2 3 1 

Total [kWh/m2year] 97 77 53 25 74 

Ranking [-] 1 2 4 5 3 

 
This is because the urban-scale model considers a fixed 
window-to-wall ratio to consider the non-available 
façade surfaces, which cannot represent the variability 
of the façade configurations, and it does not include 
balconies. For instance, in terms of absolute results, 
especially for façade in archetype 4, the values differ 
mainly because of the characteristics of the façades, 
presenting a complex geometry typical of concrete 
prefabricate façade elements from the 70s not 
represented in the urban-scale model. 
 
Table 2: Ranking results in terms of financial income due to 
self-consumption ratio for each building archetype using the 

two analysis scales and implementing a renovation scenario 
achieving current regulation defined by SIA 380/1:2016 [4]. 
 

Archetype 1 2 3 4 5 

 Urban-scale analysis 

Total electricity 
demand [MWh/year] 

34 36 172 178 170 

Self-sufficiency [%] 36 35 33 26 34 

Self-consumption [%] 16 17 22 35 16 

Income [CHF/m2.year] 5.0 3.0 2.4 1.0 5.4 

Ranking [-] 1 3 4 5 2 

 Building-scale analysis 

Total electricity 
demand [MWh/year] 

34 31 178 191 150 

Self-sufficiency [%] 30 29 20 22 31 

Self-consumption [%] 14 14 29 32 14 

Income [CHF/m2.year] 12.3 9.6 6.0 2.9 9.6 

Ranking [-] 1 3 4 5 2 

 
The ranking based on the annual income per m2 of 
floor area is shown in Table 2. We can notice that the 
ranking remains consistent for both scales. Figure 8 
shows that the building energy balance profiles are 
consistent as well. 
These results also highlight the importance of façade –
installed systems for archetypes with large and well-
exposed façade (archetype 3 and 4) and with more 
apartments per building (more energy demand 
intensity), as these have a larger SC ratio (with similar 
SS) than archetypes 1, 2 and 5. This is because the 
consumption-production profiles match in a better 
way for archetypes using more intensively façades. 
It is important to note that, in this study, we focussed 
on the impact of a BIPV installation using all available 
surfaces (roof and façade) and considering a minimum 
energy renovation to achieve the legal targets. 
However, as recommended in [15], we encourage to 
implement a deeper energy renovation to achieve the 
2050 targets, which include for example carbon 
reduction too. 
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Figure 8: Example of energy balance of 21 march for both, 
building (top) an urban-scale (down). 

 
4. DISCUSSION 
Even if the city-scale 3D model provides a good level 
of detail, many hypotheses are required to estimate 
the PV production of façades (e.g. window-to-wall 
ratio), and of flat roofs (i.e. tilt and spacing), which 
cannot represent the variability of conditions of the 
building stock: urban-scale assessments cannot 
replace detailed assessments of single buildings. Both 
methods should be also further validated with real 
measurements. However, we argue that the two 
methods are rather complementary, as they refer to 
subsequent stages of the urban renewal process. In 
this sense, the first phase of this process is to identify 
the priority intervention areas, for which simplified 
methods can give enough information. The second 
phase is to identify possible intervention solutions, 
with reference to best-case renovation design 
strategies.  
 
5. CONCLUSION 
This article presented two different-scale analysis 
methods and showed their relevance for assessing the 
potential for building energy renovation.  
We have shown that the ranking of the BIPV potential 
of the analysed buildings is consistent across the two 
methods, i.e. we can identify the priority level of the 
interventions in an urban area, despite the expected 
discrepancies in absolute results due to different levels 
of detail, available information, and architectural 
design specificities. 
Urban-scale assessments can help decision-makers 
identify priority areas/buildings, while architectural-
scale analyses offer designers and building owners 

valuable benchmarks and guidelines on possible 
renovation strategies to give a response to different 
archetypal situation taken into account the soundings 
of the building. 
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ABSTRACT: Users’ well being and satisfaction are a key priority in the current architectural design trends and 
represent a relevant issue in a human-centred perspective. Concerning this aim, the application of climate adaptive 
building shells (CABS) offers relevant opportunities for tackling these challenges. This paper reports the outcomes 
of a study run on CABS to optimise the indoor comfort while calibrating the configuration of a dynamic facade 
module. Through the physical measurements of the environment and the integration of these values in the 
parametric process for integrating daylight and thermal performance into the design phase, a performance-based 
workflow evaluation supported the design of a Passive Adaptive Façade.  
The purpose of this work is to provide a replicable method that is the base of a facade system design. The system, 
made of simple horizontal louvres, has a controlled movement manoeuvred by an actuator that exploits the 
expansion of a thermo-active resin. The louvres can rotate and close passively with the increase of the external 
temperature.  Results show the uniformity of distribution of daylight across the entire space and the substantial 
gain of indoor thermal comfort. 
KEYWORDS: Adaptive Façade, Parametric Design, Daylight, Energy Efficiency, Building Shells. 

 
 

1. INTRODUCTION  
Since most of the people spend 90% of their time 
inside buildings, well-being is an important aspect 
determining the quality of life of an occupant. 
Improving this quality and having a “healthy building” 
that guarantee better levels of indoor comfort (i.e. 
indoor air quality, thermal comfort, acoustics and 
lighting quality) are nowadays-key factors in the 
architectural design [1].  
Concerning this aim, the application of climate 
adaptive building shells (CABS) has recently been of 
fundamental importance to achieving higher and more 
consistent levels of indoor environmental quality. 
Compared to the “static” facades, the way of 
operating CABS has important effects on occupants’ 
visual and thermal comfort [2].  An interactive façade 
should respond intelligently to the changing outdoor 
conditions and internal performance needs. It should 
also exploit available natural energies for lighting and 
heating. 
Several studies have investigated the key elements of 
control in such topic [3,4]. Results from the European 
HOPE project nevertheless show that “satisfaction 
with the control of sun shading” was one of the main 
predictors for comfort about personal control [5]. 
In spite of its importance is acknowledged in the 
literature, so far, only limited attention has been paid 
to human factors research with relation to daylighting, 
solar control, and the dynamics of adaptable facades 
[6]. 

In more recent projects a different approach is rising 
around the question: “What would be the ideal, 
dynamic properties of a building shell to get the 
desired indoor climate at variable outdoors climate 
conditions? Which would be the parameters to take 
into account to rise to a higher comfort level?”  
Following this perspective, a set of ideal, but realistic 
building shell parameters is computed for different 
climate conditions and time scales (seasons, day-night). 
In this way, the “ideal” adaptive behaviour makes it 
possible to maximize luminous and thermal comfort. 
 
2. AIMS OF THE STUDIO 
The purpose of this work is to provide a replicable 
method that is the base of a façade system design, 
passing through the analysis of a concrete example. 
This paper outlines the results of a process for testing 
different strategies for climate adaptive dynamic 
facades by giving the designer the ability of testing, 
comparing and selecting the most appropriate 
solution. 
Focusing on CABS that react to micro-mechanism - a 
material changes its internal energy changing its 
structure and thermos-physical properties [7] - the 
paper defines a shell technology by application of an 
aluminium actuator filled with a density change 
paraffin.  
3. BACKGROUND AND METHODOLOGY 
As recent literature shows, successful building 
performance simulation (BPS) has been taken into 
account as “the right type of virtual experiment with 
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the right model and tool” [8]. For this reason, there is 
a great demand for tools and instruments that can be 
used in the design process of kinetic facades [9,10]. In 
this way, the work of Mahmoud,etc [11] aims to 
provide a toolkit for daylight control inside buildings, 
combining different software such as Grasshopper and 
Diva. Similarly, the study of Loonen,etc [12] explores 
the potential role that BPS play in designing CABS by 
taking the window technology Smart Energy Glass as a 
case study and coupling TRNSTS and DAYSIM to built a 
model for performance simulations.  
From the beginning of the study, the focused was set 
on the need to keep both luminous and thermal 
aspects together, to obtain a tool to consider the two 
major aspects are influencing the indoor comfort. For 
this reason, the research targets a series of design 
problems: design integration through tool 
development and design process improvement 
through the incorporation of physics-based modelling 
and real-world dynamics.  
 

The applied methodology uses parametric design 
methodologies, dynamics simulation and validates on 
site measure.  
The study is subdivided into three phases:  
on-site physical measurements;  
simulation model and data processing and    calibration 
of a simulation model;  
simulation workflow for designing the façade. 
 

Mean radiant temperature (MRT in °C) and 
illuminance levels (Lux) were investigated to have a 
clear picture of the thermal and luminous conditions 
of the room. Then a simulation model set up on the 
real environment of measurement was developed. 
One that would return simulated values of mean 
radiant temperature and illuminance in two points of 
the room.  
Illuminance values were measured and simulated on 
two points, one (P1) located at 1.5 m and one (P2) at 
5.5 m from the window, to see if the façade could 
provide adequate shielding near the opening without 
determining a low-light situation in the bottom of the 
room. 
The luxometer on P1 and P2 was placed at the height 
of 0.8 m, like the height of a worktop, such as a desk 
or a small table. The mean radiant temperature was 
measured and simulated at 1.5 m from the window as 
main heat dispersion source (on P2) at 1.1 m height, 
which corresponds to the gravity centre of a man 
standing. 
The software used for the simulation is Honeybee, an 
environmental design plug-in for Grasshopper that 
connects Radiance and Energyplus and allows running 
luminous and thermic simulation together [13]. This 
model, in which then the facade structure has been 
inserted, was used for comparing simulated data with 

measured data and so for establishing the accuracy of 
output results.  
The simulation model was used to monitor the effects 
of the facade inside the room and during the technical 
design phase to evaluate the performance of various 
intermediate solutions. 
 

3.1 Test environment 
Experiments were conducted during November 2017 
in a full-scale test room (7.5x5x3m) (Fig.1a-b) designed 
as daylight laboratory The Royal Institute of Fine Arts 
in Copenhagen (Denmark). As figure 1 shows, the 
room has only one opening facing southeast. 
 

 
 

Figure 1a: Floor plan of the room with points of 
measurements (red dots – P1, P2, P3) and sensors for the 
surface temperature of the glass (red lines – Ts int, Ts ext).  
 

 
Figure 1b: 3d model of the room with points of 
measurements (red dots – P1, P2, P3) and sensors for the 
surface temperature of the glass (red lines on the window).  
 

These parameters were measured - Air temperature, 
Relative Humidity, Mean Radiant Temperature, 
Illuminance and Solar Radiation - because they 
describe thermal and luminous conditions of the room. 
Those indices are therefore fundamental to be able to 
compare the output data of the system with the real 
ones and therefore to be able to understand the 
veracity of the outputs of the simulation system. 
The minimum characteristics of the instruments and 
the method for measurements were decided following 
the UNI EN ISO 7726, “Ergonomics of the thermal 
environment - Instruments for measuring physical 
quantities” [14]. 
To collect an adequate number of climatic data, two 
stations of measurement were placed into the room, 
and one was placed outside. As explained above, the 
two indoor points were located at 1.1 m and 0,8 m high 
above the floor level and 2,7 from the walls. 
Furthermore, the two points P1 and P2 were 
positioned respectively at 5,5 m and 1,5 m from the 
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window (Fig.1a-b and Fig.2). The outdoor 
measurement station (P3) was fixed instead on the 
railing, 1.1 m above the floor level, on the same virtual 
line of P1 and P2. 
 

 
 

Figure 2: Overview of the stations in the test room (P2 indoor 
and P3 outdoor) during measurement’s phase. 
 

During this first phase, following tools were adopted:  
Hobo U12-012 (Data Logger and Sensors) for 
Illuminance [lux], Air Temperature [°C] and Relative 
Humidity [%];  
KIMO Black Ball + Data Logger for Mean Radiant 
Temperature [°C];   
S-LIB M003 Pyranometer + Data Logger for Solar 
Radiation [W/m2];   
Onset M-TMB-M006 Temperature Sensor for Air 
Temperature [°C];  
Rs Pro 1340 Hotwire anemometer [m/s].  
 

3.2 The simulation model: how it works 
To return accurate results, the simulation model has to 
be as similar as possible to the real one, with the same 
thermal and luminous behaviour. Therefore, the full-
scale test room was considered as a thermic zone in 
the whole building and the specific window area and 
type of glass was assigned with “Honeybee Glazing 
based on ratio”.  
Heat exchanges between thermal zone and 
environment have been reproduced through the 
assignment of transmittance of walls with a specific 
component of Energyplus, so reflectance of revetment 
has been assigned setting Radiance materials. 
Moreover, the box was free of cooling or heating 
systems. 
Thanks to previous measurements of the air speed 
inside the room, the movement of the air was 
considered irrelevant for simulations and therefore no 
longer calculated in the simulation model. 
Adjacent buildings change the exposure to the winds 
in the thermic zone, so also the context was added to 
the thermal simulation (Figure 3).  
 

 
 
Figure 3: The thermic zone (green) inside the context (red).  
 

A "Climate Based Sky" (Figure 4) - whose radiation 
values are calculated based on the inserted weather 
file and are specific for a specific time of the year - was 
generated. The honeybee grid-based simulation, 
connected to the command running the Radiance 
simulation, allowed to calculate illuminance on the 
two points of the simulated space corresponding to 
the measurement points in which the Luxometers 
were placed (P1 and P2). 
 

 
 
Figure 4: Illustration of parametric logic of the room’s model 
within Grasshopper Algorithm: Honeybee_Climate Based Sky.  
 

 
 
Figure 5: Illustration of the parametric logic of the room’s 
model within Grasshopper Algorithm: MRT workflow 
calculation.  
 

Thanks to the EnergyPlus simulation is possible to 
calculate surface temperatures of the test room’s 
walls. The mean radiant temperature calculator has 
processed these temperatures. The simulation 
software allowed thus to calculate the mean radiant 
temperature on P2, where the globe thermometer 
was placed during the measurement session (Fig. 5). 
Finally, the façade structure has been inserted in the 
model, and its effects on indoor comfort monitored 
through simulated values of illuminance and mean 
radiant temperature.   
 

3.3 Data processing: from collected data to 
simulation model 
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Data collected during the measurement phase were 
grouped into Excel files and organised. Then, the 
indexes that describe the comfort of the room  (Air 
Temperature in °C, Relative Humidity in % and 
Illuminance in lux) were extracted from this database 
and included in weather file used in the workflow to 
calibrate the 3D simulation model. 
Among the measurements collected were selected 
those of two days, which respectively represent the 
best (sunny day) and the worst (rainy day). 
As described above in section 3.2, the simulation 
model was built as similar as possible to the real room, 
with the same thermic and luminous characteristics. 
Thanks to this, the comparison between the measured 
and simulated data of the mean radiant temperature 
seems to correspond quite well (Figure 6). 
 

 
 
Figure 6: Comparison between measured and simulated data 
of the Mean Radiant Temperature in the room during cloudy 
day  (upper chart) and sunny day (lower chart). 
 

3.4 New façade design 

The façade was designed as a set of horizontal louvres 
that shield the sun through a downwards-rotary 
movement. The geometry was shaped by Grasshopper 
and applied as Honeybee EP context surfaces to the 
thermal zone. 

Several solutions have been explored and compared 
with the shadow-less scenario (no shells configuration). 
The best solution, considered as the best performing, 
is the one that involves the installation of horizontal 
louvres 500 mm depth, separated from each other by 
a distance of 500 mm (Figure 7).  
 

 
 
Figure 7: Configurations of the louvres during the day (see 
results on par.4.1) with two indoor points used to test and 
verify the results.  
 

The horizontals louvres, fixed to the structural steel 
bracket with bolts and hooked to a pivot that allows 
rotation [15], are made of perforated aluminium sheet 

with dimensions 1200x500mm (Figure 8). 

 

 
 
Figure 8:  3D model of the system: horizontal louvres made 
of perforated aluminium sheet, fixed to the structural steel 
bracket and hooked to a pivot that allow the rotation. 
 

Facade adaptive systems usually require a large 
amount of energy to activate sensors and actuators 
[16]. The energy supplied should ideally be lower than 
energy savings. Considering the sustainability of the 
system as a whole, it is necessary to design buildings 
envelope with high performances of indoor comfort 
but which are also sustainable from energy supplied 
for their operation.  
Most buildings still have louvres and shutters fixed 
outside the windows; these devices are low-cost and 
low-energy if manually activated. These traditional 
systems provided adaptability in buildings and, if used 
in innovative ways, they could allow the creation of 
adaptive environments without complex automatic 
systems. To increase the sustainability of the system, 
a facade moved by a passive control system that could 
increase thermal and lighting comfort without energy 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

357 

consumptions has been developed. Thus the 
geometries of the climate adaptive building shells are 
moved by a thermal actuator that exploits the 
expansion of a thermo-active resin during melting by 
its absorption of thermal energy [17]. This provides a 
means of operating a mechanism solely from its 
response to passive energy exchanges given the 
meteorological conditions. 
 

 
 
Figure 9: Rendered image in which is showed the actuator 
technology.  
 

The actuator, designed by an English company, it’s 
usually used for the automatic greenhouse 
ventilation.  It’s composed of a hollow aluminium 
cylinder filled with density-change paraffin. The 
paraffin increases the volume in relation to the 
external temperature, allowing the piston to move 
with a straight movement along its longitudinal axis 
(Figure 9). Furthermore, the rectilinear movement is 
transformed into rotational movement by aluminium 
support and a hinged joint, able to rotate and close 
louvres [18]. 
The actuator selected for the façade has an operating 
temperature range of 8° - from 15 °C (temperature at 
which the wax starts to melt) to 35 °C (complete 
melting of the wax), the temperature at which the 
opening angle reaches 54° of rotation - and is capable 
of supporting a load of up to 6 kg.  
 

4. RESULTS 

This section explains and analyses the outcomes of the 
experiment in relation to the hypotheses as 
formulated above. Each scenario is described in the 
following subsections, with the related results of Mean 
radiant temperature values (°C) in Table 1 and 
Illuminance level (lux) in Table 2. 
 

4.1 Simulation scenarios 

To verify the effectiveness of the new facade design, 
three configurations of the shell’s positioning were 
simulated in two days of the year, on June 21st: and 
December 21st, respectively summer and winter’s 
solstice, supposed to be the worst and best day in 
terms of air temperature and hour of light:  
 

Configuration 0 : No shells. 
Configuration 1: Sun-shutters inclined 0°, horizontal 
position, when the air temperature is below 16 °C and 
motion actuators are at rest. 
Configuration 2: Sun blinds inclined 45° compared to 
configuration 1, when the outside air temperature is 
higher than 24 °C. 
 

4.2 Simulation scenarios’ results 
Mean radiant temperature [°C] 
 

Day  Hour Conf.0 Conf.1: 0° Conf.2: 45° 

21 Dec 
9:00 11.4 11.8 -- 

12:00 13.8 13.8 -- 

21 Jun 
9:00 32.9 27.0 23.1 

12:00 35.1 28.2 24.3 

 
Table 1: Analysis of Mean Radiant Temperature values on P2 
(a globe thermometer was placed during measurements).  
 

In Table 1, the Mean radiant temperature 
values for the activation of the shell system 
for each configuration and in the point P2, are 
presented. The new facade design point out 
that: 
during winter time, the facade remains in the 
Configuration 1 and allows to obtain a slight 
increase in temperature in the morning 
(about 0.4 °C), compared to the no shells 
configuration (Configuration 0), while it’s null 
at noon; also, the configuration 2 it isn't 
obtained because the external temperature 
of 24°C is not reached. 
during summer time, the configuration 2 is 
obtained. The facade allows decreasing the 
temperature by 4°C compared to the static 
configuration (Configuration 1) both at 09.00 
AM and at noon.  
 
Illuminance [lux] 
 

Day  Hour Conf.0 Conf.1: 0° Conf.2: 45° 

21 Dec 

9:00 
P1  =3.51 
P2 =17.35 

P1  =2.56 
P2 =8.27 

-- 
-- 

12:00 
P1  =330.4 
P2 =1339.9 

P1  =257.5 
P2 =798.4 

-- 
-- 

21 Jun 

9:00 
P1  =1744.4 
P2 =7462.0 

P1  =1145.9 
P2 =4044.3 

P1 =320.4 
P2 =1375.5 

12:00 
P1  =1140.9 
P2 =5778.8 

P1  =856.5 
P2 =2879.9 

P1 =291.8 
P2 =1212.8 
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Table 2: Analysis of Illuminance level (lux) on the measuring 
point P1   and   P2. 

In Table 2, illuminance values for the activation of the 
shell system for each configuration and in the point P1-
P2 are presented. The new facade design point out 
that: 
during winter time (Configuration 1) the facade allows 
obtaining values always upper than 200 lux. As B. 
Keller and S. Rutz typify in their guidelines for 
illuminance according to visual task [17] this threshold 
is characterised by a “large visual task, large details, 
strong contrast”. Moreover, in Denmark on 21 
December at 09.00 AM, very low incoming solar 
radiation is recorded, Configuration n°1 doesn’t 
preclude the passage of light. 
during summer time 45° rotated louvres are necessary 
to lower the level of illuminance below 1500 lux, 
threshold characterised by “very difficult visual task, 
very small details, very low contrast” [17].  
 

Adaptability allows decreasing mean radiant 
temperature and illuminance values in summer while 
instead of letting solar radiation come into the room 
during wintertime.  
The optimized solution shows a substantial gain for 
thermic performance and so environmental 
sustainability. 
 

5. CONCLUSION 

The paper presents a case study about a tool 
implementation to simulate daylight efficiency for 
design-centric phases of architecture. 
The applied methodology allows monitoring light and 
temperature inside buildings; these parameters 
indeed are essential for the control of indoor comfort 
with a complete passive technologic adaptive system. 
The research indicates that through the incorporation 
of sciences, design computation and an empirical 
research methodology, design teams can begin to 
implement the system to manage the simulation and 
evaluation of daylight and temperature performances 
during the design process [18]. 
Some remarks on the results: 
Modelling is a useful tool to verify the design choices 
of the climate adaptive building shells (CABS) if there 
are accompanied by monitoring and validation of data;  
CABS are a good solution that also allows improving 
the control of mean radiant temperature (°C) and the 
Illuminance level (lux). 
 
Future studies can be built upon the current one and 
explore an expanded set of optimization criteria, 
combining energy-related indicator with visual 
comfort ones, such as glare probability, uniformity of 
daylight Illuminance and external view factor. 
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ABSTRACT: This paper presents a methodology intended to integrate building performance modelling and urban 
microclimate studies and explore their interaction at different heights. In this study, Urban Weather Generator 
(UWG) is used to evaluate urban microclimates across a 3-dimensional landscape. UWG can calculate the effect 
of Urban Heat Islands (UHI) on temperature across a 2-dimensional landscape but does not consider wind effects. 
A new methodology is presented in this paper to model urban microclimates more accurately. Using London as a 
case study, high-rise office building performance at different heights is examined. The variation of urban 
microclimate with height and relative to the rural weather data is reported through evaluation of its impact on 
building performance. 
KEYWORDS: Urban microclimate, Building height, Building performance, Simulation, London  

 
 

1. INTRODUCTION  
This paper presents a case study of the application of 
a methodology to model urban microclimates 
accurately. It explores to what degree can reliable 
models be developed of the influence of microclimates 
of dense urban spaces on building performance.  
Building performance simulation in urban areas mostly 
relies on regional climate data which are typically 
collected from suburban or rural areas such as nearby 
airports [1]. This is largely a result of the requirements 
in climate record standards for a large grass area under 
the climate measurement station. There have been 
numerous studies confirming the general suspicion 
that the modelled performance of buildings is not 
accurate when it is based on weather data from 
somewhere else other than their actual dense urban 
location.  [2,3 for example].  
Urban Heat Islands (UHI) effect can be modelled. Using 
data on the density of a city, or empirical data for a 
specific city, the regional climate data can be modified 
to be more representative of the temperature ranges 
experienced in the city. However, this UHI analysis has 
significant limitations: 1) it does not consider the new 
building’s effects on its surrounding microclimate. 2) 
to date, UHI effects are modelled in a 2D sense, 
assuming within the Urban Canopy Layer there is 
temperature variation from the perimeter to the 
centre of the city, but not vertically within the city 
streets.  
The influence of the surrounding microclimate caused 
by building height variation is not clear. Is it significant 
enough to affect the accuracy of simulation? Is it 
significant enough to affect its HVAC system or natural 
ventilation design?  
 

2. OBJECTIVES  
This research has as a principal objective the 
quantification of the magnitude of the difference in 
building thermal performance simulation when the 
urban microclimate is modelled as 3-dimensional 
compared to the conventional 2D model. The common 
2D climate model associated with UHI is approximately 
ground level information. The climate data includes 
the temperatures, relative humidity and solar 
radiation measured 1.5m from the ground and wind 
speed recorded at 10m height every hour in a year. A 
thermal simulation program like EnergyPlus can adjust 
the wind speed according to the height of the building 
thus converting the wind speed from 10m at the 
airport to an appropriate height at the building. This 
case study analysis has looked first to establish the 
effect of having an urban or a regional Turbulent 
Boundary Layer model of the variation of wind speed 
with height for this conversion.  
In dense urban areas, the maximum temperature 
difference between the rural temperatures and those 
in the centre of a UHI could be as much as 6 to 12℃, 
depending on city size [4]. UHI, is traditionally 
identified from the height of 2m above the ground 
surface air temperatures [5]. This case study examines 
the effect of height on this temperature, and hence on 
the performance of buildings subjected to this 
temperature variation. It seeks to answer the question 
of whether the temperature difference between 
urban and rural regions at height of 2 meters is the 
same as at a height of 100 meters? Does the 
conventional lapse rate [6] of a decrease in 
temperature of 0.65℃ per 100m elevation 
experienced in the open country apply in the middle of 
a dense urban environment? Is the temperature at the 
top of a 100m tall (roughly 30 storey) building actually 
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0.65℃ higher than at 0m in the middle of urban areas 
with Urban Heat Islands effect? 
Wind speeds increase with height, so the wind speed 
at the top of a high-rise building is much higher than at 
the bottom. This rate of increase is much faster in the 
open country than it is in the city due to drag from 
taller buildings. In addition, the complex geometry of 
the interaction of buildings with the wind which leads 
to downdraughts into the street and channelling 
between buildings result in the simplistic general 
equations relating height and wind speed inaccurate. 
This imprecision in our understanding of the variation 
of wind speed with height has a direct effect on a) 
surface heat transfer coefficients; b) air pressures 
affecting infiltration; c) air pressures affecting the 
potential for natural ventilation.  
 
3. METHODOLOGY 
 The vertical variation of temperature in dense urban 
areas is not well documented. This case study reports 
the likely effect of accounting for this 3D variation of 
temperature and wind speed when modelling tall 
buildings in dense urban areas. In modelling these 3D 
effects, the case study equally demonstrates 
significant impact in a high-rise office building is likely 
to be subjected to a variance in temperatures, 
humidity and wind speeds both within and above the 
Urban Heat Island’s Urban Canopy Layer. 

Using London as an example, the case study has been 
developed of a typical high-rise office building 
simulation model based on published data on the 32 
tallest office buildings in London[5]. The high-rise 
office building is 72m*50m*154m high and 35 storeys 
tall (refer to 5.1).  
In the first step, the buildings of the London central 
area are modelled and then the UHI climate data is 
calculated using Urban Weather Generator (UWG). 
Then the UHI climate data is calibrated against 
published empirical data. A comparison is made of the 
performances of a) this typical high-rise office building 
based on climate data collected from a weather 
station in a rural area; and b) the performance of the 
same building using UHI adjusted climate data 
calculated by UWG. The second step models the wind 
environment of the London central area using a wind 
speed calculator to get an approximately wind speed 
in city.  
The third step models the typical building in a central 
city area, tests the temperature and wind at different 
heights and calculates the performance of different 
floors (refer to Table. 1). Then energy, temperature 
and air flow at different heights are compared as well 
as the second step results.  
 

Table 1: Modelling flow for different height and weather data 

4. URBAN MICROCLIMATE 
The urban microclimate of London varies from the 
weather data collected from Gatwick airport. London 
is one of the cities which is significantly affected by 
Urban Heat Island effect especially in summer. The 
first step in this progress, is to therefore obtain the 
urban microclimate data for London [2].  
 
4.1 Urban Heat Island weather data  
Based on GIS information of London, the buildings of 
the London central area were modelled and the UHI 
climate data was calculated by Urban Weather 
Generator (UWG) [8].  The predicted values of Dry Bulb 
Temperature{℃}, Dew Point Temperature{℃} and 
Relative Humidity {%} differ from the original Gatwick 
data (Fig. 1). The difference between original and UHI 
monthly averaged Dry Bulb Temperature is larger than 
10% (The error bars are ±5% to provide scale). 

 
Figure 1: Dry Bulb Temperature Monthly averaged 

Simulated through Urban Weather Generator (UWG), 
the maximum of London UHI is 8.3℃ and the average 
of London UHI is 2.32 ℃ (Fig. 2).  
 
4.2 Urban wind weather data 
The EPW (EnergyPlus Weather data file) file of London 
weather data was collected from Gatwick airport, 
47.5km south of Central London. The wind speed 
collected from airports usually is higher compared to 
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the air flow in cities. To ascertain the accuracy of wind 
speed in urban areas, it is necessary to take terrain into 
account and calculate relative urban speed. 
The Ladybug script, WindSpeedCalculator [9], 
calculates wind speed at a specific height for a given 
terrain type (Fig. 3). It is an approximate wind speed 
and direction of urban area which is used to ascertain 
whether the air-flow movement has an impact on the 
building performance. 

 
Figure 3: Wind speed and vector of London city calculator 

The result for London is that the ratio of the wind 
Speed of London City to the Wind Speed of Gatwick 
Airport≈ 0.4484 
 
4.3 Four kinds of weather data 
After taking terrain into calculation, London city 
weather data with UHI and wind has been predicted. 

In addition to the original EPW file of Gatwick Airport, 
a revised weather file accounting for UHI, a revised 
weather file accounting for wind and a revised 
weather combining UHI and wind have been created 
(Table. 2). These 4 weather data files are used to 
explore the urban microclimate impacts on simulation 
of building performance. For example, the influence of 
UHI on the cooling energy consumption and the 
influence of air-flow movement on natural ventilation. 
 
Table 2: 4 kinds of weather data of London  

No. Weather data 

1.epw Gatwick airport weather file 
2.epw London city UHI weather file 
3.epw London city wind weather file 
4.epw London city UHI and wind weather file 

 
5. PERFORMANCE OF PROTOTYPICAL OFFICE 
BUILDING AND ANALYSIS 
The building performance at different heights with the 
different weather data files for a prototypical office 
building is calculated and compared with each other to 
explore the influence of height and urban 
microclimate. 

Table 3: Top 32 tallest office building in London [5] 

 
5.1 Prototypical office building Under normal circumstances, a real city has a singular 

urban environment and configuration. The 
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prototypical high-rise office building is based on the 
tallest buildings in London. The average height of the 
32 tallest buildings in London is 153m; the average 
number of floors is 35; and the average floor to floor 
height is 4.36m (Table. 3). The average floor size of 
3592m2 is based on the 13rd to 18th tallest buildings as 
the information on other buildings is not reported. 
Based on this information, the prototypical high-rise 
office building for this study is 72m*50m*154m and 35 
storeys tall. Three typical floors (defined as top, middle, 
and bottom) are modelled to represent the 
performance near the top, near the bottom and 
around the middle of the building as a whole. A 
systematic study [10] has shown, these could also be 
combined to calculate the performance of the whole 
building. The top floor is the one under the highest 
floor, and the bottom is floor is the one just above the 
ground floor (Fig. 4). 
Top               33rd floor 
Middle         17th floor 
Bottom        1st floor  

 
Figure 4: 3 floors of typical high-rise office building 

Each floor of the prototypical high-rise office building 
is split into 6 zones, 4 perimeter zones, 1 core zone and 
1 IT room zone (Table. 4). The thermal zones and 
perimeter zone depth settings are according to PNNL 
prototype office large [11] and large office studies of 
Lawrence Berkeley National Laboratory (LBNL 1991) 
[12]. 
 
Table 4: The percentage of each zone 

Name Function % on floor size 

Zone0 IT room                        1% 
Zone1 Core Zone             67.89% 
Zone2-Zone5            Perimeter zone   31.11% 

 
5.2 Urban Microclimate 
To explore the influence of UHI and wind in urban 
areas on the accuracy of modelling, total thermal load, 
cooling load and heating load of the 3 floors are 
compared with each other.  

 
Figure 5: Thermal Load with 4 different weather data 

 
Figure 6: Cooling  with 4 different weather data 

 
Figure 7: Heating with 4 different weather data 

As shown in Figures 5-7, UHI has a significant influence 
on the building performance simulation. Most of the 
year, there is a more than 10% difference in energy 
consumption when UHI effects are taken into account 
compared with results found using the original 
weather data. Estimated wind speed in the urban area 
has a less than 5% effect on the energy performance 
modelling. It is not clear whether the accurate air-flow 
movement has more significant influence on the 
building performance especially on natural ventilation 
of the building. The additive effect of the wind might 
be significant for the overall results. 
 
5.3 Height 
Three typical floors of the high-rise building have been 
selected to explore the height influence of building 
performance. 

 
Figure 8: Thermal Load at different floors-UHI and Wind 
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Figure 9: Cooling at different floors-UHI and Wind 

 
Figure 10: Heating at different floors-UHI and Wind 

As shown in Figures 8-10, the higher floor has higher 
thermal load, higher cooling in summer and higher 
heating energy consumption in winter. The urban 
microclimate with UHI and wind has a significant 
influence on cooling in summer and heating in winter, 
with more than 10% difference in energy consumption. 

 
Figure 11: Thermal Load at different floors – wind 

 
Figure 12: Cooling at different floors – wind 

 
Figure 13: Heating at different floors - wind 

As shown in Figures 11-13, wind impacts significantly 
on the thermal load in winter, cooling in summer and 
heating in winter at the higher location. Figure 12 
shows that the 1st floor cooling with and without wind 
are almost the same, and the 1st floor heating are quite 
similar (Fig.13). On the 33rd floor there is a more 
significant difference. So, as the height increase, the 
wind has a greater effect. 
 
5.4 Natural Ventilation 

 
Figure 14: Thermal Load of 4 weather data with or without 
natural ventilation 

Figure 14 shows that, natural ventilation alters the 
thermal load in summer though reducing the cooling 
energy consumption, especially when UHI effects are 
considered. 

 
Figure 15: Thermal Load of different stories with or without 
natural ventilation 

Figure 15 shows that as height increase the impacts of 
urban microclimate and natural ventilation are more 
pronounced. During winter, the variation of the 33rd 
floor is more than 20%, but less than 5% at the 1st floor. 
To determine accurate building performance, it is 
therefore necessary to take UHI and wind as well as 
natural ventilation into consideration.  

 
Figure 16: Cooling of 4 weather data at different stories  

In this research, the natural ventilation application 
means the cooling consumption decreases to 0kwh/m2. 
Figure 16 shows that, the higher the floor, the more 
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cooling consumption. That means, natural ventilation 
is much more efficient with increasing height.  
5.5 Vertical Variation 
The wind speed increases with height, and 
temperature decreases with height. How these 
changes impact the simulation results is explored 
through adding following additional variables into an 
EnergyPlus model.  
HeightVariation: 
0.22-Wind Speed Profile Exponent 
370-Wind Speed Profile Boundary Layer Thickness {m} 
0.0065-Air Temperature Gradient Coefficient {K/m} 

 
Figure 17: Thermal Load - vertical variation 

 
Figure 18: Cooling - vertical variation 

 
Figure 19: Heating - vertical variation 

Figures 17-19 show that, vertical variation has 
signification impacts in winter and summer which 
means the vertical wind and temperature variation 
could not be ignored.  
 
6. CONCLUSION 
Accounting for UHI effects results in a more than 10% 
variation in the performance simulation results.  
Accounting for the variation in wind between open 
field and urban environments results in a less than 5% 
variation in the performance simulation results, and its 
influence increases with height. 
Natural ventilation efficiency is affected by UHI effects 
and height.  

Vertical variation in weather variables effects has 
significant impacts on the performance simulation 
results in winter and summer. 
This paper has confirmed that the urban microclimate 
effects on building performance can be modelled.  This 
generic modelling has also confirmed that the effects 
are potentially of sufficient size that more detailed 
modelling is required.   
At present, the model of the wind is a generic model 
recognising that the natural rate of increase of wind 
speed with height is much slower in the City than it is 
in the country where weather files for building 
simulation are typically measured. These generic 
models are well-validated. This wind model needs to 
take into account the specific aerodynamics of the real 
geometry of a city. The next stage of this research will 
be to evaluate the reliability of a CFD model of these.   
Similarly, the generic horizontal plane definition of the 
Urban Heat Island needs to be tested to determine 
how to make it specific to a particular urban geometry: 
could isolated tall buildings drag wind down in 
between lower rise neighbours thus “ventilating” the 
city? 
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ABSTRACT: People in rural areas of Nepal have been using firewood for a variety of household purposes. In this 
paper we analysed the firewood consumption patterns and their relationship with family size and the number of 
livestock rearing in the study area of Dhading district of Nepal. A survey on periodic household firewood 
consumption was carried out for 24 hours in 16 households. The per-capita firewood consumption was found 1.75 
kg/capita/day and average household firewood consumption was found 12.1 kg/family/day. We found household 
firewood consumption increases as family size increases but the per-capita firewood consumption decreases with 
the increase in family size. Firewood consumption also increases with the increase in the number of livestock reared. 
The rates of firewood combustion of small and big households were 1.28 kg/hour and 1.34 kg/hours respectively. 
Average period for firewood burning of either small or big households was found from 8.7 to 9.9 hours per day. 
Based on the information on the firewood consumption patterns of Dhading district obtained from the 
measurement survey, it is considered that the improvements on traditional cooking stoves together with 
improvement of indoor environmental condition that influence very much on the health of the rural people is of 
vital importance. 
KEYWORDS: Nepal, Energy, Household firewood combustion rate, Family size, Livestock rearing 

 
 

1. INTRODUCTION 
Firewood is one of the important traditional energy 
resources for the rural population of developing 
countries. Like many other developing countries, 
firewood, crop residues, animal dung, and Liquefied 
Petroleum Gas (LPG) are the main cooking and lighting 
fuels in Nepal.  Firewood has been used as an energy 
source since the invention of fire and still used as the 
major energy source in many developing countries. 
About 2.6 billion people in developing countries fulfil 
their basic energy demand for cooking and heating by 
mostly using fuel wood in a very inefficient, unhealthy 
and unsustainable way [1] and the trend will persist in 
the foreseeable future especially in rural areas of 
those countries [2]. Nepal is one of the least developed 
and low-energy using country in the world with 83% of 
the population living in rural area [3]. It has been 
illustrated that the energy use and energy access 
situations in Nepal are far below the level of basic 
human needs, and firewood is expected to remain as 
the dominant fuel source for the foreseeable future [4, 
5]. In Nepal firewood is mainly used for cooking and 
space heating in winter season.  
As of 2010, over 30% of total households lack their 
access to electricity and 78% of total households rely 
on traditional biomass for cooking [6]. According to 
the recent household survey (2015/16) of central 
bureau of statistics Nepal, firewood is major source of 
cooking fuel for 60.9% of total household in Nepal. It is 
used by 76.5% rural and 37.9% urban households. The 
use of LPG gas is the second most used cooking source 
in Nepal (26.8%). Electricity has become the prime 

source of lighting and used by 76.3% of households. 
37.9% of urban household use electricity as cooking 
fuel. It is also found that 7.5% use cow dung, 2.7% 
biogas, and 0.3% other source for cooking. In rural 
Nepal firewood burn in inefficient traditional cook 
stoves and creates high indoor air temperature and 
low indoor air quality [7]. Many researches have been 
done in different parts of country but we found limited 
studies on firewood consumption pattern in Dhading 
district. Therefore, this research focused on firewood 
consumption patterns of the Dhading district.  
  Households account for nearly 87% of country’s total 
energy uses in Nepal [8, 9]. Choice of household 
energy depends up on the availability of energy 
resources for example in the rural area of Nepal there 
is a less accessibility of commercial fuel resources and 
people rely on traditional fuels such as firewood and 
animal dungs where as in the urban households there 
is less accessibility of firewood and which creates 
opportunity to use commercial fuels like electricity 
and LPG.  
The use of firewood has led to severe consequences 
on ecological and environmental degradation. 
Consumption of dry biomass as fuel in kitchens 
without proper ventilation has created serious health 
problems among the rural population. 
 Expanding economic activity and population growth 
are the two basic factors behind an increase in energy 
use. Recent development of modern transportation 
facility and improvement on the commercial energy 
availability plays a significant role in the energy use 
pattern of Nepal. 
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In Nepal most of the people directly or indirectly 
associated with problems caused by firewood burning 
therefore, the improvements on firewood burning 
cook stoves play positive impact. Previous studies 
focused on firewood consumption and its associated 
environmental and health concern in Nepal reveal that 
the total firewood consumption 235-1130 
kg/capita/year [8]. Fox 1984 [10] conducted a study on 
firewood consumption in a Nepali village in Bhogateni 
at Gorkha district. This study shows that the mean 
firewood consumption was 0.95 m3/person/year. He 
also concluded that the rate of firewood consumption 
was influenced by family size, cast and season but not 
by farm size. Smaller per capita firewood consumption 
in larger household was found in the study. Bhatta and 
Sachan [12] suggested that the higher firewood 
consumption was mainly due to the lack of 
unconventional energy sources. This study also 
concluded that the firewood consumption differs 
according to the family size and smaller families has 
more per capita firewood consumption than those of 
medium and large families. They also conducted 
another research on firewood consumption along an 
altitudinal gradient in mountain villages of India. They 
found firewood consumption increases as the altitude 
is higher [11]. 
Previous researches on firewood consumption pattern 
in different parts of the different country has clearly 
established family size as a key driving force for 
firewood consumption. However, in Dhading district 
there has not been sufficient study on firewood 
consumption pattern and its relationship with family 
size. Therefore, from this research we compare the 
existing findings to the present results.  
Due to the subsistence farming system in rural area of 
Nepal, people rear animals for different purpose. For 
these animals they make feed which require firewood. 
This amount of firewood also affects the household 
firewood consumption but there are not sufficient 
researches which explain whether firewood 
consumption increases or not with the increase in the 
number of animal being reared by people. Bewket [12] 
have investigated the relationship of livestock reared 
by rural households with the firewood consumption in 
Ethiopia and found negative correlation between 
fuelwood use and cattle ownership. In this present 
research we analyse the effect of smaller animal and 
bigger animals on firewood consumption. 
Many study on firewood consumption focus on the 
investigation of per capita firewood consumption and 
household firewood consumption on macro scale time 
(daily and Yearly basis), However, there has not been 
any research found on the firewood consumption with 
respect to micro scale time (hourly basis). Macro scale 
information alone cannot give clear information on 
indoor environmental condition of kitchen. Without 
information of firewood consumption with respect to 

micro scale time, it is difficult to find how, when and at 
what rate indoor air pollutants and heat generate in 
the firewood burning spaces. Therefore, we 
concentrate our focus on firewood consumption with 
respect to time and got rate of firewood combustion 
and periodic firewood consumption which may give 
better idea for indoor environmental condition of 
firewood burning space of rural households 
The main objective of this research is to evaluate the 
rate of firewood combustion of traditional cook stoves 
of rural households of Nepal. Following are the 
objectives of this study. 
To evaluate the firewood consumption pattern of rural 
households of Dhading district. 
To know relationship between firewood consumption 
and family size. 
To know the relation between firewood consumption 
and livestock rearing. 
To compare firewood combustion rate between small 
and big family. 
 

2. METHODS AND MATERIALS 
2.1 Study area 
The research was conducted in Jyamrung village 
development committee in Dhading district with an 
altitude of about 1500m. The climate of this region is 

temperate the average temperature at 22.8℃ , the 

average minimum temperature at 17.3℃  and the 

average maximum at 28.4℃ . The annual average 
rainfall is 2329mm of which 80% is followed in 
monsoon season [13]. Agriculture and livestock 
rearing are the main occupations of the households. 
They use firewood as their primary energy sources for 
cooking and heating which is available nearby 
community forest and their own land. The majority of 
households have traditional cooking stoves made by 
mud and stones rather than improved cooking stoves. 
Firewood collection was mainly done by women 
(figure 1). Men and children also contribute to the 
firewood collection. Only physical energy was used to 
collect firewood in studied households. People 
generally burn firewood inside the enclosure. Most of 
the houses are facing towards the south and a few of 
them are facing towards east side. 
 
2.2 Data collection 
   The field survey was conducted in rural households 
in Dhading district in winter season. Random sampling 
method was applied for selection of the sample 
households. The quantity of firewood consumed was 
measured over a period of 24 hours using a weight 
survey method. For this study certain weighted 
firewood bundle was provided in the beginning of 
study and remaining amount of firewood was 
measured every hour for hole day and the same 
process was followed for one day for every 16 
households. The semi structured questionnaires were 
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used for the collection of different information during 
the survey period.  

 
Figure 1: Carrying firewood and preparing animal feed in 
rural area of Nepal 
 

2.3 Calculation for analysis 
       Per-capita firewood consumption and average 
household firewood consumption was calculated by 
following formula. 
Per capita firewood consumption (kg/capita/day) = 
Total firewood burnt in one day for all 
households/total number of the family members of all 
households 
Per capita firewood consumption (kg/capita/year) = 
Total firewood burnt in one day for all households × 
365/ total number of the family members of all 
households  
Household firewood consumption (kg/family/day) = 
Total firewood burnt in one day for all households/ 
Total households 
 

3. RESULTS 
3.1 Firewood consumption 
      Firewood is the main source of energy for cooking 
in the study area. All households were using firewood 
for regular cooking and boiling water. No household in 
that area used commercial fuel for cooking activities. 
After cooking a meal fire is often used for boiling water 
and maintaining thermal environment of the room in 
the winter season. Some households with aged people 
maintain fire for the whole day to make hot tea for 
aged people and to keep their home warmer. The 
household size was ranged from 2 to 14 members. 
Average household size was 6.9 persons, which was 
higher than average household size 4.9 persons of 
Nepal from the national household survey 2014. In this 
study we found per capita firewood consumption as 
1.75 kg/capita/day and 639kg/capita/year. Likewise, 
we found average household firewood consumption 
as 12.1 kg/family/day. This covers firewood for 
cooking, lighting and heating purpose. Nearby 
community forest and private land were the source of 
firewood. All household use traditional cook stoves for 
firewood burning and cooked meals three times per 
day. 
 

3.2 Relationship between firewood consumption 
and household size 

       Average household size has a significant effect on 
total firewood consumption. In this research, there 
was a statistically significant relationship between 
household size and firewood consumption. Figure 2 
showed that the household firewood consumption 
increases as increase in the family size however the 
per-capita firewood consumption decreases as 
increase in the family size. In this study we found 
comparatively less firewood consumed by small 
households than big households. In small family, they 
need more firewood than they actually need. Certain 
amount of firewood must be burn to heat firewood 
burning cook stoves, cooking pots and others 
surroundings in all households which make difference 
on per capita firewood consumption between small 
and big family. The sharing of such amount of firewood 
in big family contribute to make the per capita 
firewood consumption lower than small family. 

 

Figure 2. Relationship between firewood consumption and 
family size 

 
3.3 Relationship between firewood consumption 
and livestock rearing 
       From figure 3, we can see the positive correlation 
between the firewood consumption and livestock rearing. It 
means that households with more livestock units use more 
firewood and household having less livestock unit use less 
amount of firewood. Regression coefficient of big animals 
was bigger than small animals which is clearly shown in 
figure 3. This is because of the requirement of more food for 
bigger animals than smaller animals. Likewise, people give 
more animal feed for milking animal for better milk 
production than non-milking animal which also contributes 
on firewood consumption. In the substantial farming system 
in Nepal people rear animals for different purposes. In our 
study people rare buffalo and cow for milk purpose, ox for 
energy and goat for meat purposes. 
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Figure 3. Relationship between firewood consumption and 
livestock rearing 
 

3.4 Hourly rate of firewood consumption 
Hourly household fuelwood consumption was 
calculated based on hourly data form all studied 
households in one day. Figure 4 shows the 24-hour 
firewood consumption pattern. In this figure the 
horizontal axis indicates the time interval and the 
vertical axis indicates the cumulative household 
firewood consumption in 16 households for one day. 
Figure show that the household firewood 
consumption was high at the morning time than 
evening and day time. The maximum firewood 
consumption in 16 households was 29 kg at 6-7 am, 
followed by 22kg at 5-6 pm and 16 kg at 3-4 pm. 

 
Figure 4. Periodic firewood consumption pattern of 16 
households 
 

3.5 Rate of firewood combustion  
Rate of firewood combustion is related with the 
production and distribution of air pollutant around the 
kitchen, which ultimately affect the health of the 
people who exposed to the pollutants. The rate of 
firewood combustion in cook stoves was calculated by 
dividing total firewood consumed in all households by 

total time. For the comparison of the rate of firewood 
combustion between small and big households, we 
divided all households in two categories i.e., small 
households with family member up to 6 persons and 
big families with family members more than 6 persons. 
Average family size of small households and big 
households was found as 5 and 9 persons/family. 
Average time of firewood combustion was 8.7 
hour/day/family and 9.9 hours/day/family for small 
and big family. The rate of firewood combustion was 
found as 1.3kg/hours for both small and big family. As 
shown in figure 5 there was no big difference in the 
rate of firewood combustion between small and big 
households. From this information we concluded that 
the energy requirement of big family was achieved by 
using firewood for long time instead of burning big 
amount of firewood in short time therefore the rate of 
firewood combustion was not markedly differing from 
each other.  
 

 
Figure 5. Rate of firewood combustion of small and big 
households 

 
4. DISCUSSION 
A large number of households of the country still 
depends primarily on firewood for cooking fuels in 
Nepal. There have been several studies on annual 
firewood use in the hilly region of Nepal and the 
annual per capita firewood use very widely: 198kg [14] 
464kg [15], 492 [16], 570kg [10], 614 kg [17], 940kg 
[18], 663kg [19], 511kg [7]. Thus, our estimates of 
annual per capita firewood use as 639kg/capita/year, 
which falls in the middle of previous studies on similar 
research. Several factor could have effect on firewood 
consumption so that there was big variation on 
firewood consumption pattern within the similar 
climatic zones. Other cause may be the difference on 
the method applied for the research for example some 
researcher measure firewood use for certain few days 
but some researcher measure for long time period. 
That can also differ the amount of firewood 
consumption. 
Per capita firewood consumption, household firewood 
consumption of this research was found 1.75 
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kg/capita/day and 12.1 kg/family/day which is within 
the range (0.96-1.75 kg/capita/day) of the result 
obtained from the study on similar climatic region by 
Fox [10]. Similar study carried out by Rijal et al. [7] 
found per capita firewood consumption as 1.4 
kg/capita/day and household firewood consumption 
as 8-11 kg/family/ day. This result is slightly lower than 
the result obtained from our present result because 
our research was conducted only for one day in winter 
season but the study carried out by Rijal et al. for the 
whole year. Rijal et al. [7] also investigate the seasonal 
difference in firewood consumption and found higher 
firewood consumption in winter season.  
Our study showed that there is a significant relation 
between firewood consumption and household size. 
Kandel et al. [20] carried out a study on a household 
firewood composition pattern in Dolakha district and 
found per capita firewood consumption and average 
household firewood consumption rate as 1.7 
kg/capita/day and 8.4 kg/family /day. Per capita 
firewood consumption obtained by Kandel is similar to 
our study but the household firewood consumption is 
slightly lower than our present study. The cause for the 
lower household consumption rate might be due to 
the difference in family size of households. This study 
also concluded that the total firewood consumption of 
the household is significantly correlated with 
household size, ownership of the cultivated irrigated 
terraces and number of livestock per household. The 
study also concluded that the firewood consumption 
shows a typical seasonal pattern. 
The household sector accounted for most of the 
energy consumed in the past and this trend is 
projected to remain the same in next 30 years [5]. 
Various factors could have effect on firewood 
consumption pattern, therefore, the average firewood 
consumption in different regions of Nepal differs 
markedly across the country. 
  Fox, [10] have concluded that the rate of firewood 
consumption was influenced by family size, cast and 
season but not by farm size. Smaller per capita 
firewood consumption in larger household was found 
in the study. Bhatta and Sachan, 2004 had concluded 
that the firewood consumption differs according to 
the family size and smaller families has more per 
capita firewood consumption than those of medium 
and large families. Our results on relationship between 
firewood consumption and family size clearly indicates 
that the firewood consumption of households 
increases with increase in the family size however per 
capita firewood consumption decreases with the 
increase in the family size (Fig. 2). 
Nepal is agriculturally dominant economy where 74% 
of the households rely on the subsistence-based 
agricultural sector [21], where people rare many 
animals in their home for energy, meat and economic 
purpose which affect the household firewood 

consumption pattern. From this research we found the 
significant positive relationship between firewood 
consumption and number of livestock rearing. 
Mahapatra and Mitchell [22], Cooke [23], Baland et al. 
[24] had found that households with more livestock 
units consume more firewood, however Bewket [12] 
found a negative correlation between firewood 
consumption and animal rearing because animal dung 
was widely used as a substitute for fuelwood in his 
study area in Ethiopia. Our finding was similar to the 
relationship obtained from the research by Mahapatra 
and Mitchell [22], Cooke [23], Baland et al. [24] and 
opposite with the finding results of Bewket [12]. In our 
study area people did not use animal dung as energy 
source and hence firewood consumption was not 
decreased with increase in the number of livestock 
unit. But it increases with the increase in the number 
of livestock unit. 
Firewood burning time has a significant effect on 
environmental and health condition of the people who 
exposed to that environment. However, we did not 
find research on firewood consumption with respect 
to time. From this research we found average 
firewood burning time of small and big households as 
8.7hours and 9.9 hours respectively. We also noticed 
that the maximum firewood was burnt in the morning 
and evening time (Fig. 4). Therefore, in the rural 
society the morning and the evening time is more 
problematic due to the indoor air pollutant. Firewood 
burning is also related to the indoor thermal 
environment. People generally burn firewood to make 
their home warm in winter season. Proper ventilation 
system and improvements in the firewood burning 
cook stove helps to improve the indoor air quality and 
hence can improve the health condition of rural 
people Due to the excess burning of firewood, 
environmental and health problems in the rural 
households may occur. Installation of the improved 
cook stoves play significant role for the betterment of 
indoor air quality and health of the people. An 
intensive awareness program is suggested for the 
effective improvements of air quality and health 
condition. Subsidies for the installation of improved 
cook stoves may create positive impact.  
 
5. CONCLUSIONS 

We collected data of firewood used and investigated 
the firewood consumption patterns with respect to 
time in the rural households. All households use 
traditional firewood burning cook stoves without 
proper ventilation system which may create health 
problems to the people who exposed to that 
environment. The findings are summarized as follows. 

The Per capita fuelwood consumption of the study 
area was found 1.75 kg/capita/day and 639 
kg/capita/year. Household firewood consumption was 
found 12.1 kg/capita/day, which is similar to the other 
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studies conducted on similar climatic regions of Nepal. 

Periodic firewood consumption was found high in the 
morning and evening time. 

Total firewood consumption was affected by family 
size and units of livestock rearing. 

 Firewood combustion rate was found 1.28 
kg/family/hr. and 1.34 kg/family/hr. for small and big 
families but big family spend longer time in kitchen for 
cooking activities. 
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ABSTRACT: Elevated energy consumption due to air conditioning dependency in the hot dry climate states of 
northern Mexico contribute to greenhouse emissions, which in turn is reflected in local and global climate change, 
higher risk of blackouts, and electric infrastructure viability. This study approaches a passive cooling alternative to 
air conditioning, through a Passive Downdraught Evaporative Cooling tower, a Computational Fluid Dynamics 
(CFD) evaluation is realized, to estimate temperature reduction and air flow conditions. Eighteen scenarios were 
simulated, where the parameters for the assessment were inlet wind velocity, water droplet size, and water flow 
rate. The best-case scenario is presented, and temperature reduction is sufficient to consider the PDEC tower as a 
feasible alternative to conventional air conditioning in summer months.  
KEYWORDS: Passive Cooling, Passive Downdraught Evaporative Cooling, Evaporative Cooling 

 
 

1. INTRODUCTION  
In 2010 buildings accounted for 32% of total global 
final energy use. Building energy use will increase due 
to population growth, migration to cities and lifestyle 
changes, as well as the effects of climate change on 
global temperature rise. Developing countries 
represent a significant opportunity to implement 
climate change mitigation measures, and as such, 
buildings are a critical part of sustainable development 
[1]. 
Hot dry climate regions of northern Mexico represent 
an opportunity of mitigation strategy implementation 
due to elevated energy consumption associated with 
air-conditioning system dependency to achieve 
thermal comfort. Therefore, passive cooling measures 
applicability and performance are addressed in this 
study, to minimize energy consumption and 
contribute to climate change mitigation goals.  
 
2. PASSIVE DOWN-DRAUGHT EVAPORATIVE 
COOLING 
Passive downdraught evaporative cooling (PDEC) has 
been widely studied in the hot dry climates of the 
Middle East and southwestern United States, and in 
recent years in more temperate climates of southern 
Europe, to provide alternatives to mechanical air 
conditioning to reduce carbon emissions through 
energy conservation. 
The PDEC system, is designed to capture the wind at 
the top of a tower and cool the outside air using water 
evaporation before delivering the cooled and 
humidified outside air to a space [2].  
The downdraught may be generated by either: 
irrigation of a cellulose matrix in the path of the air 
stream (cool tower), large droplets of water sprayed 

into the air stream (shower tower), a mist of water 
sprayed into the air stream (misting towers) or wetted 
porous surfaces located within the air stream (porous 
media in an air shaft) [4]. The smaller the drops the 
easier water evaporates, due to the increase in the 
contact surface between water and air [3]. 
 
3. METHOD 
Case studies were selected to determine PDEC 
performance. They were evaluated in the climatic 
conditions of Mexicali, Mexico, a border town with 
southern California, with extreme hot dry weather. 
These evaluations were made for the summer period.  
Evaporative cooling potential was determined through 
a psychrometric analysis, a Passive Down-draught 
Evaporative Cooling system is selected accordingly, 
the system was pre-sized through PHDC Air Flow 
software developed by the Association of Research 
and Industrial Cooperation of Andalusia (AICIA) [4] and 
air flow and performance were obtained through 
simulation in ANSYS FLUENT® CFD Software. 
 
3.1 Comfort range assessment 
     Comfort range was determined with the ASHRAE 
55-2010 Standard, as 26.8°C-30.4°C in the critical 
summer month studied. 
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3.2 CASE STUDIES 
Two case studies were selected, a one-story dwelling 
of 56 sq. meters, and a two-story dwelling of 72 sq. 
meters. Together they constitute 75% of the social 
interest housing segment in Mexico [5], and therefore 
present a clear picture of housing conditions in the hot 
dry climate states of northern Mexico. 
Misting towers were selected because they do not 
incorporate additional elements such as wetted pads 
or ceramics, that may prove costly to the intended 
market, and unlike shower towers, they do not require 
a pool to gather excess water and provide significantly 
less moisture content in the supply air. Perimeter 
towers were proposed to take advantage of the 
existing building envelope for cost-efficiency purposes. 
 
3.2.1 SINGLE STORY DWELLING (56 m2)  
 

 
Figure 1: One-story dwelling, architectural plan and isometric. 
 
The single-story dwelling of 56 m2, has two bedrooms, 
one full bathroom and kitchen, dining and living room 
area. Average indoor height is 2.4 m. Envelope 
materials are 0.12 m concrete masonry blocks, and a 
0.17 m concrete beam and polystyrene vault roof. The 
proposed location of the PDEC tower is indicated in 
fig.1, considerations for location selection were air 
distribution capabilities and architectural integration. 
 
3.2.2 TWO-STORY DWELLING (72 m2) 
 
 
 
 
 

 

 

 

 

 

 

 

 

Figure 2: Two-story dwelling, architectural plan and 
isometric. 

 
The single-story dwelling of 72 m2, has two bedrooms, 
one and a half bathrooms, as well as kitchen, dining 
and living room areas. Average indoor height is 2.5 m. 
Envelope materials are 0.12 m concrete masonry 
blocks, and a 0.17 m concrete beam and polystyrene 
vault roof. The proposed location of the PDEC tower is 
indicated in fig.2, considerations for location selection 
were air distribution capabilities and architectural 
integration. 
 
3.3 PDEC TOWER DESIGN  
3.3.1 Pre-sizing process      
The PHDC Air Flow program calculated an air flow of 
866.97 m3/h, and temperature at the outlet of 29.4°C 
for the single-story dwelling (see fig. 3); as for the two-
story dwelling, the estimated air flow is 846.34 m3/h, 
with 543.05 m3/h distributed to the first floor, and 
303.29 m3/h for the second floor, finally the 
temperature at the outlet of the tower is 29.4°C (see 
fig. 4).  
Both case studies show temperature reduction in the 
pre-sizing phase, and despite the difference in air path 
due to double outlet in the case of the two-story 
dwelling, equal air cooling is expected with the same 
tower configuration, which is shown in the program’s 
interface as an architectural section of the PHDC tower 
(see fig. 3 and fig. 4), therefore the tower geometry for 
detailed airflow analysis will consider a cross section of 
1.5m2 and height of 5m, which is approximately three 
(3x) times the cross-section area, and is feasible to 
integrate in both dwelling’s building geometry. 
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Figure 3: One-story dwelling, pre-design sizing with PHDC Air 
Flow program.  
 

 
Figure 4: Two-story dwelling, pre-design sizing with PHDC Air 
Flow program. 
 
The inlet of the tower was selected as a fixed 
unobstructed profile. 
 
3.3.2 CFD simulation parameters  
The parameters selected to estimate the PDEC tower 
performance were: inlet velocity, water flow rate and 
water droplet size. The tower cross-section and height 
are maintained from the pre-sizing phase. 
The PDEC tower configuration considers three spray 
nozzles, located at a height of 4m, a south facing inlet 
of 0.75m by 1.5m, and an outlet of 0.75m by 1.5m 
(figure 5). The simulation also considers outdoor Dry 
Bulb Temperature (DBT) as 42°C, which is the mean 
maximum temperature for the critical summer month, 
and water temperature at 25°C for the spray droplets 
is considered. 
 
Inlet velocity 
Wind velocity scenarios were selected as 1.5 m/s and 
3 m/s, were the first value is recommended by Kang 
and Strand [6], and the latter value is obtained from 
the local available wind resource, according to the 
Mexicali’s International Airport weather file (2010, 
with weather data from 2000-2009), from an 
adjustment made for the height of the weather station 
[7], typically 10m, to the height of the PDEC tower inlet, 
5m. 
Wind direction was considered perpendicular to the 
south facing inlet, due to higher wind frequency in the 
case study location for the summer period. 
 
Water flow rate 

Water flow rate scenarios considered were 50 l/h, 125 
l/h and 200 l/h. 
 
Water droplet size 
Water droplet sizes were considered as 10 μm, 100 μm and 

300 μm. 
. 
4. RESULTS 
The temperature reduction obtained through the 
PHDC Air Flow software was calculated as a 12.6°C 
drop, from the 42°C of the outside DBT at a wind speed 
of 3 m/s (determined by the software). Once the PDEC 
tower geometry was defined, eighteen CFD simulation 
scenarios (table 1) generated temperature and 
velocity profiles for the inside of the tower. 
Temperature and velocity at the outlet are indicated 
(table 2), although greater temperature reduction is 
achieved at the spray nozzle height of 4m, the outlet 
values considers the air conditions that will be 
introduced in the living space, and a best-case scenario 
was selected to further illustrate the wind flow in the 
interior of the single-story dwelling. 
 
Table 1: Simulation scenario identification criteria. 

Case 
number 

Wind 
velocity 

[m/s] 

Water 
flow rate  

[l/h] 

Water    
droplet size 

[μm] 

C1 1.5 50 10 

C2 1.5 50 100 

C3 1.5 50 300 

C4 1.5 125 10 

C5 1.5 125 100 

C6 1.5 125 300 

C7 1.5 200 10 

C8 1.5 200 100 

C9 1.5 200 300 

C10 3 50 10 

C11 3 50 100 

C12 3 50 300 

C13 3 125 10 

C14 3 125 100 

C15 3 125 300 

C16 3 200 10 

C17 3 200 100 

C18 3 200 300 
 
Table 2: Temperature and wind velocity at tower outlet. 

Case  
number 

Temperature  
[°C] 

Wind 
velocity [m/s] 

C1 19.3 1.6 

C2 29.5 3 

C3 38.6 2.2 

C4 26.9 4.4 

C5 28.0 1.7 

C6 36.9 2.1 

C7 21.4 1.6 
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C8 26.3 1.5 

C9 29.7 2.1 

C10 30.8 4.4 

C11 36.6 4.5 

C12 39.9 4.6 

C13 33.2 4.2 

C14 35.1 4.4 

C15 39.6 4.6 

C16 30.4 4 

C17 37.4 4.3 

C18 38.2 4.5 

 
The best-case scenario is C1, which delivers 
temperature of 19.3°C, at a wind velocity of 1.6 m/s. 
The temperature profile of the PDEC tower is shown in 
figure 5, with the given units from the CFD software, 
and its wind velocity profile is shown in figure 6.       

 
Figure 5: Temperature profile of PDEC tower interior for best 
case C1. 
 

 
Figure 6: Wind velocity profile of PDEC tower interior for best 
case C1. 
 

Although C1, was selected as the overall best 
performance, the case with the most uniform wind 
pattern (lower turbulence) was C5 (see fig. 7). 

 
Figure 7: Wind velocity profile of PDEC tower for case C5. 
 

4.1 Air flow in single-story dwelling 
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Air flow with the wind velocity and temperature from 
Case C1 were introduced in the kitchen and living room 
area of the single-story dwelling and is shown in figure 
8. 
 

 
Figure 8: Air pattern from tower outlet in living room and 
kitchen area. 
 
The living room area shows a greater wind flow and 
speed because of the proximity to the tower outlet, 
but as the dwelling inner surfaces move further away 
from the outlet, there are areas of stagnant air, or 
considerably low wind velocity. 
The PDEC tower provides cool moist air during the day, 
when the mist source is active, and although the night 
function of the tower is not studied in this instance, at 
night the thermal mass of the tower would be able to 
provide hot air extraction as a stack ventilation shaft, 
increasing the benefits of the system’s 
implementation. 
 
4.2 PDEC Tower maintenance 
Although direct evaporative systems have been 
associated in the past with legionnaire’s disease, in 
recent years, care has been taken to ensure proper 
maintenance and cleaning in these systems.  
Legionella growth is relative to the temperature of 
water. The optimum growth occurs at about (37°C-
41°C) [8]. The proposed PDEC Tower system operates 
at approximately 19.3°C, which is well below the ideal 
growth range for the bacteria. 
There are currently checklists available to periodically 
revise the systems condition, and as such, regular 
maintenance, involving draining, cleaning and drying 
out of the system, these measures as well as 
appropriate water treatment should be enough to 
reduce the possibility of Legionella originating [9]. 
 

5. CONCLUSION 
The results show that the scenarios C1 through C9 
achieved greater temperature reduction than C10 
through C18, this indicates that a wind velocity of 1.5 
m/s at the inlet is the recommended value, which may 
require a wind damper, to slow the available wind 
resource at approximately 3 m/s, which could be 
achieve by installing a mesh at the inlet. 
Additionally, a smaller droplet size produced greater 
temperature reduction in every case, and a lower 
water flow rate was also consistent in providing lower 
temperatures, which can prove helpful to identify as a 
water conservation measure. 
     Although the usually associated disadvantages with 
PDEC systems are present in this study, i.e. strong 
dependency on climatic conditions, and inconsistent 
wind flow distribution, the achieved temperature 
reduction of 22.7°C shows considerable promise and 
warrants further research, which could be focused on 
air distribution management, with the ideal spray 
nozzle activation schedule, and an exploration of 
tower construction materials for this region, it is also 
noted, that the current envelope of the mass-
produced housing model, is not climatically adequate, 
as they do not provide thermal mass or the necessary 
thermal resistance, therefore it is proposed to couple 
this system, with a building envelope retrofit to 
enhance system efficiency. 
     Architectural integration feasibility is shown in both 
case studies, although the initial investment to 
construct the PDEC tower could hinder user interest 
because of the added expense. 
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ABSTRACT: Facing the challenges of global warming, daylighting design optimisation for energy saving and visual 
comfort has become increasingly important. Across the centuries, architecture precedents have showcased 
daylighting as one of the key defining elements of spatial quality. While light does not exist in any physical forms, 
it possesses the superiority to reveal, create and enhance the atmosphere of a physical space, which in-turn 
impacts the perception and experience of users. How then do we meaningfully make use of this profound natural 
source to reach our goal in energy savings and visual comfort? This paper investigates different daylighting design 
strategies in sacred environments, aiming to understand how daylighting strategies using dynamic brightness 
balance and contrast were applied in two unique sacred structures for enhanced visual perception and energy 
saving. The research methodology included qualitative field studies by subjective recording of the lit scenes 
through photographs and hand drawn sketches to assess the visual and biological appreciation of the spaces; and 
quantitative surveys of brightness contrast in selected visual fields by luminance and illuminance distribution 
mapping. The research outcomes reveal how visual perception and comfort in sacred environments can be 
enhanced by appropriate use of daylight, leading to substantial long-term energy saving.   
KEYWORDS: Daylighting in Sacred Buildings, Qualitative and Quantitative Evaluation, Visual Performance and 
Comfort, Dynamic Brightness Balance and Contrast, Energy Savings 

 
 

1. INTRODUCTION  
Across the centuries, architecture precedents have 
showcased daylighting as one of the key defining 
elements in sacred architecture for enhancing the 
divine luminous environment and visual comfort. The 
combination of the unique architectural forms 
interplayed with the well-tempered daylight provides 
the opportunities for creating serene and 
transcendence experiences. The divine moments of 
encounter between worshippers, space and light are 
considered critical as it moulds the perception and 
determines the impressions left on the worshippers. 
Indeed, daylight itself can be considered as the most 
profound source that does not exist in any physical 
forms, yet possesses the ability to determine, create 
and enhance the spatial and atmospheric quality of 
physical spaces. The perceptive and emotional impacts 
of daylight as such is unquestionable. Nevertheless, it 
is crucial for designers to seek ways to utilise and 
skilfully manipulate daylight to achieve the desirable 
effects in luminous environments and consequently 
lead to less reliance on artificial light.  
Although various standards and codes have been 
established to assist forming the basis for the human 
perceived visual comfort, it is rare to come upon case 
studies that combine both the qualitative (i.e. 
subjective visual appreciation) and quantitative 

studies (luminance and illuminance mappings) of the 
spiritual luminous environments.  
In this study, the Church of the Light, Japan designed 
by Tadao Ando and the Church of St. Mary of the 
Angels, Singapore designed by WOHA have been 
selected as case studies for their unique use of 
daylighting for task illumination and spiritual 
ambience effects. The aim is to explore and 
understand the two distinctive ways of dealing with 
light in sacred environment. 
 
2. RESEARCH METHODOLOGY 
Visual perception is the key in creating a pre-defined 
cognitive experience in one’s mind. Qualitative 
assessment was carried out through questionnaire and 
subjective observations made on spatial quality, 
windows typology, materials and finishes used and the 
emotive experience as one walks through different 
spaces or follow a spatial sequence in the sacred 
structures.  
In this study, comprehensive evaluations focused on 
the investigation of brightness distribution of the focus 
area within the church – the field of view towards the 
sanctuary. Subjective observation (qualitative) 
through hand drawn sketches and photos; and 
objective analysis (quantitative) through digital High 
Dynamic Range (HDR) mapping of brightness contrast 
and brightness distribution help to determine the type 
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of daylighting strategy adopted in the two churches i.e. 
either the dynamic luminance contrast or the dynamic 
luminance balance lighting strategies.  
The HDR luminance mapping will be evaluated with 
reference to the recommended luminance ratio from 
the CIBSE (CIBSE, 1994) and Baker (Baker, 1993) guide 
for visual comfort assessment. The CIBSE 
recommended contrast ratio between the task 
luminance (focus), immediate surround and general 
surround is in the order of 10:3:1 at the conical view 
angle of 5˚, 60 ˚ and 130˚. Anything that goes beyond 
the recommended luminance contrast ratio would 
mean the potential occurrence of glare. Meanwhile, 
Baker’s recommended luminance contrast ratios are 
as follows: 
i) Task: Immediate Surround = 3:1  
ii) Task: Remote (non-adjacent) Surfaces = 10:1  
iii) Light Source: Surroundings = 20:1  
iv) Light Source: Maximum Contrast = 40:1 
v) Light Source: Highlighted Object for Emphasis = 50:1 
 
3. COMPARISON BETWEEN TWO UNIQUE TYPE OF 
LUMINOUS ENVIRONMENTS IN SACRED 
STRUCTURES: The Dynamic Luminance Contrast vs. 
Dynamic Luminance Balance  
With reference to Figure 1, the Church of the Light 
uses dynamic brightness contrast to define its 
luminous environment. The direct light and high 
brightness contrast between the window apertures 
and the adjacent wall surfaces is deliberately used in 
the Church of Light, to emphasize the presence of God 
as light.  
 

 
Figure 1a: Church of the Light – Enhancement of Cross and 
Space Visual Appearance (Image Source: Zoric, 2009) 

 

 

Figure 1b: Church of the Light – Window Aperture Typology 
Overview (Source: Rendered by A.Sim) 

 
Figure 1c: Church of the Light – High Dynamic Luminance 
Contrast dramatize the spiritual luminous environment 
(Source: Rendered by A.Sim) 

Figure 1d: Church of the Light – Dynamic lighting events 
inside the church (Image Source: jowoffinden, 2012; Reksten, 
2010; Monte, 2010; Plow, 2012) 

 
The key daylighting strategies are as follows: 
Direct light plays the key role within the field of view.  
Location of the main area of visual focus is the same as 
the location where the main source of light is coming 
from. The key focus is the daylit cross with the 
immediate surround given a relatively low brightness.  
The visual appearance of the general surround is 
considered least important.  
High brightness contrast within the field of view 
between the focus (i.e. the Cross) and adjacent 
surround.  
The Cross is back lit to achieve high brightness contrast 
and heighten the sacredness of the space.  
Side and top diffused lighting to control the brightness 
contrast and to enhance visual appreciation of the 
spaces.  
Dynamic light patterns observed within the field of 
view are mainly produced by the brightly lit Cross and 
the side apertures. 
 
In the Church of St. Mary of the Angels, a distinctively 
different daylighting strategy was adopted. Instead of 
using high brightness contrast to evoke the sacredness 
inside the church, here dynamic brightness balance is 
the key daylighting strategy. Diffused light and 
controlled brightness contrast is used. This is shown in 
the images taken on-site in Figure 2a and 2d, and 
digital model in Figure 2b and 2c. 
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Figure 2a: Church of St. Mary of the Angels – Dynamic 
luminance balance in the field of view (Source: Image by 
A.Sim) 

 
Figure 2b: Church of St. Mary of the Angels – Window 
Aperture Typology (Source: Rendered by A.Sim) 

Figure 2c: Church of St. Mary of the Angels – Key Light 
sources to achieve the desired Dynamic Luminance Balance 
(Source: Rendered by A.Sim) 

 
Figure 2d: Church of St Mary of the Angels – Luminous 
Environment (Source: Image by A.Sim) 
The key daylighting strategies are as follows: 
Diffused light plays the key role within the field of view.  
The Christ sculpture as he key focus is illuminated by 
balanced light from the top and side apertures with 
the immediate surround given a relatively high degree 
of importance.  
The brightness contrast between the dark Christ 
sculpture and its surround is well controlled such that 
the difference is noticeable but not excessive.  
Well balanced luminance distribution with low to 
average luminance contrast within the field of view 
avoids abrupt change of brightness.  
Side and top diffused light to balance and complement 
the luminance distribution of the interior space.  
Dynamic yet balanced light patterns within the field of 
view is mainly created by the side apertures. 
From the above analysis, the unique features that 
distinguish between the two daylighting strategies are 
clearly demonstrated. The Church of the Light evokes 
strong sense of sacredness through the brightly lit 
glowing cross that result in leaving one in admiration 
of the contrasting, divine and poetic light dramas 
within the space. On the other hand, the well balanced 
luminous environment in Church of St Mary of the 
Angels with the hanging Christ sculpture standing out 
from the homogeneously lit back wall leaves a calming 
sense of sacredness inside the church. Both lighting 
strategy relies on daylight as its main source. The next 
section will use the Church of St Mary of the Angels to 
demonstrate the qualitative and quantitative studies 
that help to distinguish the type of daylighting strategy 
adopted. 
 
4. CHURCH OF ST MARY OF THE ANGELS: 
QUALITATIVE AND QUANTITATIVE EVALUATION 
Qualitative assessment involved survey 
questionnaires and subjective appreciation while 
quantitative assessment was conducted on-site by 
taking illuminance measurement and HDR luminance 
mapping following a spatial sequence which is 
commonly used by the worshipper.  
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4.1 Qualitative Evaluation: Dynamic Luminance 
Balance Lighting Strategies  
Qualitative evaluation conducted via survey 
questionnaires and on-site visual observation indicate 
positive response in its luminous environment with no 
indication of excessive visual discomfort caused by 
excessive brightness contrast. The following table 
summarised the findings: 

 
Figure 3: Summary of Survey Results and its Correlation with 
Biological Factors (Source: Compiled by A.Sim) 

In addition to the on-site luminance study, on-site 
observation through hand drawn sketches were 
undertaken to record the author’s subjective visual 
perception of the sacred environment. The sketches in 
Figure 4 capture the atmosphere inside the church. 

Figure 4a: On-Site Visual Recording – Eastward External View 
(Source: Sketches by WY.Wong) 
 
 
 
 
 
 
 
 
 
Figure 4b: On-Site Visual Appreciation – Eastward View 
towards the Main Hall (Source: Sketches by WY.Wong) 

Figure 4c: On-Site Visual Appreciation – Southward View 
(Source: Sketches by WY.Wong) 

 
Figure 4d: On-Site Visual Recording – Westward View (Source: 
Sketches by WY.Wong) 
 
4.2 Quantitative Evaluation: Dynamic Luminance 
Balance Lighting Strategies  
Illuminance spot measurements provides better 
understanding of the daylit luminous environment.  

Figure 5: On-site Illuminance (lux) Spot Measurement under 
an Overcast Sky Condition (Church of St. Mary of the Angels, 
2014) 

The spot measurement results indicated that the 
lighting conditions in the main body of the church are 
well daylit and balanced mostly throughout the day 
under overcast sky condition. Artificial lighting is only 
required in the late afternoon when the sun sets. This 
minimise reliance on artificial lighting during the day 
which in-turn contributes significantly to energy saving. 
To assess the brightness contrast within the space, on-
site luminance mapping was carried out based on 
three key spatial sequence routes as indicated in 
Figure 6. 
 
 
 
 
 
 
 
 
 
Figure 6: Luminance Mapping Location and Views Directions 
(Church of St. Mary of the Angels, 2014) 

The on-site luminance mapping was carried out in the 
morning at 9am, mid-day (1pm – Sun is overhead in 
Singapore) and late afternoon (5pm). The mapping 
results obtained (Figure 7) in the morning indicate a 
well-balanced luminous distribution without excessive 
brightness contrast that can cause discomfort glare to 
occupants. The brightness contrast ratio between the 
focus, immediate surround and far surround within 
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the space also falls within the luminance ratio range of 
both 10:3:1 (CIBSE, 1994) and 20:1 (Baker, 1993) 
recommendations for visual comfort. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: On-Site Luminance Mapping Results in the morning 
(Source: Rendering by A.Sim) 

The brightness contrast ratios derived from the 
luminance mapping during mid-day (Figure 8) also 
indicate no risk of visual discomfort caused by 
excessive brightness contrast. The internal luminous 
environment remains well balanced and uniform 
under the overcast sky condition. Although the 
dynamic daylighting pattern is least visible due to the 

overcast sky condition, variation of the luminance 
pattern is still noticeable with the movement of clouds 
and the daylight ingress from the horizontal slots along 
the perimeter of the main hall. Artificial lighting 
remains off at the main hall area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: On-Site Luminance contrast Analyses at mid-day 
(Source: Rendering by A.Sim) 

At 5pm when the sun is beginning to set to the West 
where the main entrance is located, the luminance 
contrast ratios remain well balanced. View towards 
the Western main entrance did not indicate any risk of 
glare from the low angled Western sun (Figure 9).   
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Figure 9: On-Site Luminance Mapping Analyses at late 
afternoon (Source: Rendering by A.Sim) 

 
5. CONCLUSION 
The key defining daylighting strategies employed in 
the Church of the Light – Dynamic Luminance Contrast 
and the Church of St. Mary of the Angels – Dynamic 
Luminance Balance have been qualitatively and 
quantitatively investigated and analysed. Lessons 
learnt from this study are useful references for design 
of energy saving and well-perceived sacred luminous 
environment. 
Overall, this study revealed the high potential, benefits 
and roles of daylight in creating distinctively different 
sacred luminous environment from a more holistic 
perspective; encompassing its role in energy savings 

and the physiological and psychological impacts on 
human responses. In addition, the findings have also 
highlighted the importance of undertaking both 
qualitative and quantitative studies in the luminous 
environment, which involved subjective observation, 
questionnaire and improved quantitative evaluation 
via the HDR luminance mapping technique. The 
research methodology adopted in this study will as 
well allow a better understanding and appreciation of 
the human sensory experiences resulted from both 
the dynamic and static light balance through the skilful 
manipulation of daylight in the luminous environment.  
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ABSTRACT: In the design practice simulation methods are already widely used to support the understanding of 
energy performance and to help designers in reducing energy demand during the design process. However, energy 
simulation tools are largely limited to the individual building level, and urban microclimate conditions and 
variations in local wind, solar radiation, and air temperature patterns in which buildings express their energy 
performance are largely overlooked. In order to include microclimatic data in the computation of space cooling 
and heating consumption and enlarge the scale of analysis from single buildings to district scale, a new simulation 
method has been developed. The proposed coupling procedure links the microclimate software ENVI-met and the 
City Energy Analyst energy simulation tool and it is employed in the energy assessment of a urban re-development 
project in the city of Zurich, Switzerland. The results show that, considering microclimatic boundary conditions, 
the average hourly energy loads vary for daytime and night-time peaks and moreover a variation can be noticed 
in terms of total space heating and cooling consumption on the hottest and coldest day of a typical year. 
KEYWORDS: Energy demand, microclimate, integrated simulation, ENVI-met, CEA. 

 
 
1. INTRODUCTION  
In proceeding through ‘the Grand Transition’, the 
world energy consumption is predicted to increase by 
2060 in all the three main scenarios explored by the 
Word Energy Council [1]. Although new technologies 
and energy policies will moderate the final energy 
demand, this is expected to grow between 22% and 
46% by 2060 due the global demographic growth.  
In European countries, where demographic growth is 
concentrated in urban areas, urban transformation 
practices have seen a shift from an expansive 
development model to a compact and concentrated 
one, which has implied redevelopment projects in 
inner city areas. In this phenomenon of ‘Urban re-
densification’ one of the main challenges is to 
understand and control the effects of the designed 
urban form on the urban microclimate during the 
design process, which doubly influences the physical 
well-being of people in the outdoor space and the 
energy performance of buildings.  
Although in the design practice simulation methods 
are already widely used to support the understanding 
of energy performance and to help designers reduce 
energy demand during the design process, energy 
simulation tools are largely limited to the individual 
building level. Furthermore, urban microclimate 
conditions and variations in wind, solar radiation, and 
air temperature patterns are largely overlooked, as 
overall climate data are used. The reasons can be 
found on the restriction of modelling tools for 
microclimate simulations and on the difficulties in 
modelling large urban areas. 

Therefore, in this paper a method is presented for the 
integration of urban microclimate and building energy 
simulations, and it is applied to evaluate the energy 
performance of a new masterplan for the 
‘Hochschulquartier’ in central Zurich, Switzerland. 
In Section 2 we present the coupling approach by 
describing the simulation tools ENVI-met and City 
Energy Analyst (CEA), and the linking method.  
Section 3 presents the case study employed for the 
testing of the method and the specific setting to 
perform the analysis. Finally, in Section 4 and 5 the 
results are presented and discussed.   
 
2. METHODOLOGY 
 
2.1 Simulation tools 

In order to understand the impact of urban 
microclimate on the energy performance two 
software tools have been used in this study:   
ENVI-met [2], an urban microclimate model for 
outdoor environmental prediction based on spatial 
configuration; 
City Energy Analyst (CEA) [3], an urban simulation 
engine for the assessment of district energy systems. 
 
ENVI-met is a three-dimensional prognostic 

microclimate model designed to simulate the 

interaction between surfaces, plants and air in an 

urban environment [2]. It is widely used to estimate 

and assess outdoor thermal comfort [4, 5, 6] and the 

impact of the urban microclimate on building energy 

use [7, 8]. The atmospheric model computes mean air 
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flow, turbulence, fluxes of direct, diffuse and reflected 

short-wave and long-wave radiation, and air 

temperature and humidity. Two groups of inputs are 

necessary for the computations. A first group of spatial 

information, such as topography, building geometry 

and façade/surface materials, is used for the 

construction of the spatial model. A second group is 

constituted by meteorological input data such as initial 

air temperature, humidity and wind speed at 10m 

height. ENVI-met Version 4.0 Science as used in this 

study furthermore gives a simple forcing option that 

allows hourly forcing of air temperature and relative 

humidity.  

The City Energy Analyst (CEA) is a computational 
framework for the analysis and optimization of energy 
systems in neighbourhoods and city districts. It 
consists of a collection of tools for the analysis of urban 
energy systems [9] based on comprehensive 
mathematical models using the latest ISO and SIA 
standards and the state-of-the-art in research. The 
tool allows users to analyse the energy use, carbon 
emissions and financial benefits of multiple district-
scale design scenarios in conjunction with optimal  
schemes of distributed generation. In order to run a 
CEA simulation, two general groups of inputs are 
necessary. The first are primary inputs to the CEA 
modelling framework and consist of weather data,  
spatial information (topography and geometry of the  
 
 
buildings in the zone of study and in the surrounding 

area) as well as general characteristics of the buildings 

in the area of analysis (construction year, renovation 
dates and functional program of the building). The 
secondary inputs correspond to additional inputs that 
are necessary to run simulations but which may be 
assumed by CEA based on the primary inputs by 
looking into a database of typical building properties. 
These include architectural properties (such as 
building materials, conditioned floor area and 
window-to-wall ratios), the energy systems used in the 
buildings (both for supply and distribution throughout 
the building of heating, cooling and electricity), indoor 
comfort properties (set point and set back 
temperatures and ventilation rates), and internal loads 
(water and electricity demands for various services, 
and sensible and humidity gains due to occupant 
presence). Finally, other input information such as 
system controls and schedules for occupancy, 
electricity and hot water are selected by default from 
the CEA database but may again be edited by the user 
based on a given project’s needs. 
 

2.2 Coupling method and procedure 

The method to use ENVI-met outputs as boundary 
conditions for CEA energy simulation consists of three 
main phases (Fig.1). In the first phase, the spatial 
model for the selected case study is built in ENVI-met 
(4.0) and simulations are performed using the simple 
forcing method by using weather data for the selected 
days. Secondly, output data for air temperature, wind 
speed and relative humidity are exported and 
aggregated in a 3D buffer around single buildings in a 
GIS platform (ArcGIS, Esri). In the third phase, the 
aggregated data are imported in the CEA software and 

used as boundary climatic conditions for the 
Fig.1. Methodological scheme  
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calculation of the energy demand for each building in 
the simulation domain. 
The outdoor temperature is used in calculating the 

thermal loads in the building, which in CEA is done 

through a resistance-capacitance model based on the 

methodology described in ISO 13790 [10]. The detailed 

calculation methods are discussed in Fonseca & 

Schlueter [9]. The relative humidity, on the other hand, 

is mainly used in the latent load calculations, which are 

based on ISO standard 52016-1 [11]. Finally, the wind 

speed and direction are used for the CEA dynamic 

infiltration calculation [12]. The CEA demand model 

produces hourly results on the demands for heating, 

cooling and electricity for the various services to be 

provided in each building. 
The method described has been used for the 
assessment of an urban district project. The proposed 
Masterplan was simulated on an hourly basis for the 
coldest (CD) and hottest day (HD) in a typical year for 
two cases: 
Case 1: Simulation with CEA using microclimatic 
simulation results obtained with ENVI-met. 
Case 2: Simulation with CEA using atmospheric data 
input from weather station; 
The results for space heating and cooling for each day 
were then compared to observe the impact of the 
inclusion of microclimate effects. 
 
3. CASE STUDY DESCRIPTION 
The method described in Section 2 has been used for 
the energy performance assessment of a 
redevelopment district project in Zurich. This project 
for a new university campus in the ‘Hochschulquartier’ 
(HQ) corresponds to the transformation of a dense and 
central area which hosts three educational institutions: 
ETH Zürich, the University of Zurich, and the University 
Hospital Zurich. The area is currently being 
redeveloped and densified to create additional floor 
space for the universities, hospital and 
complementary services. The spatial interventions are 
being planned taking into account building energy 
targets. However, it still appears very difficult to meet 
the limits imposed by the 2000 Watt Society targets to 
which the city has been committed since 2008 [13].  
This case study is therefore selected as representative 
of complex district projects that aim for high energy 
efficiency and for which integrated tools can lead to 
the selection of spatial-energy sustainable solutions 
based on local environmental potential.  The method 
presented here is used to investigate to what extent 
the microclimatic environment, caused by the 
transformation of urban structure and building 
geometry, impacts building energy performance. 
The district configuration analysed in this study is 
based on the 2014 Masterplan for the area [14].  

 

 
Fig.2. Hochschulquartier Masterplan 2014 

 
3.1 Microclimate simulation and aggregation 
In the first phase, the spatial model for the selected 
case study was built in ENVI-met (4.0).  The new 
buildings were highlighted in the Masterplan and a 
study area was defined drawing a border that includes 
the buildings of interest, adjacent street canyons and 
the first adjacent building façades. From this border an 
offset area of 100m was taken as area of influence.  
The three-dimensional spatial model was built in the 
ENVI-met simulation tool, including footprint and 
height of the buildings, topography and ground 
materials, on a grid unit 10x10x7m for the total 
selected area. 
On this spatial model two simulations were run with 
ENVI-met for the coldest and hottest day of the typical 
year by forcing atmospheric boundary conditions on 
the basis of hourly data taken from a typical year for a 
nearby weather station from the software Meteonorm 
7.0 [15]. Resulting wind speed, air temperature and 
relative humidity data were selected within a buffer of 
10m from the buildings’ facades and aggregated in 3D 
buffers using each building’s code for use in CEA as 
weather input data. 
 
3.2 Energy demand simulation   
A model of the HQ case study was created in CEA 
based on information on building location, 
construction year and energy supply from local GIS 
data. The occupancy types for each building were 
obtained from a combination of GIS data and owner 
information, while data on energy-relevant retrofits 
for the main building components was scarce and thus 
was mostly estimated. Architectural properties and 
building materials for the existing stock were assigned 
based on site visits, whereas for new buildings these 
were assigned based on the CEA archetype database, 
which includes envelope properties for future 
constructions [9]. 
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For the base case, typical year weather data from 
microclimate simulation, the exterior temperature, 
relative humidity and wind speed data were replaced 
for the HD and CD with the results from ENVI-met. 
Hourly heating and cooling demands for both cases 
were then calculated using the CEA demand module. 
 
4. RESULTS 
4.1. Comparison of microclimatic and meteorological 
data.  
This section analyses the site-specific climate results 
for the HQ through comparison with the same 
measured variables derived by the selected weather 
station.  

 

 

 
Fig.3. Comparison of the air temperature (top), wind speed 
(middle) and relative humidity (bottom) from the weather 
station and average air temperature around the buildings 
from ENVI-met for the CD. 

 
For the coldest day, Fig.3 shows the comparisons for 
air temperature, wind speed and relative humidity 
data. Regarding air temperature, the results show that 
the urban environment has much smaller diurnal 
temperature curve compared to the rural 
environment. Temperature differences between the 
urban and rural environment are relatively small in the 
period between sunrise and sunset. During most of the 
day, the air temperatures in the urban environment 
are higher, showing a modest heat island effect of max 
to 2.5 °C, which manifests mainly during the night. The 

RH curve is rather flattened, with higher humidity 
levels occurring in the night and early morning, like at 
the rural site, as a result of the dropping temperatures. 
In the hottest day, a significant variation between day 
and night time can be observed regarding average air 
temperature around the building units. Fig.4 shows 
that HQ local air temperatures during solar time are 
significantly lower than the rural ones, with a 
maximum difference of 3°C at 11 in the morning. In 
contrast, in the hours before sunrise and after sunset, 
the curves are inverted, registering lower rural air 
temperatures. Heat accumulated by urban surfaces 
and released during night hours contributes to the 
higher urban air temperatures of 25–26.5°C. In the 
second comparison it was found that the already low 
meteorological wind speed, which in the selected day 
reaches no higher than 0.5 m/s, significantly decreases 
in the studied area.  Finally, data of relative humidity 
are analysed for the selected summer day. In 
comparison with the hourly data from the rural 
weather station, local relative humidity is found to be 
significantly higher during the daytime. The maximum 
variation can be observed in the middle of the day 
when the simulated humidity reaches 57%. 
 

 

 

 
 
Fig.4. Comparison of the air temperature (top), wind 
speed (middle) and relative humidity (bottom) from the 
weather station and average air temperature around the 
buildings from ENVI-met for the HD. 

4.2. Comparison of energy performance  
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Since all new buildings were assumed to be built to the 
Swiss energy efficiency standard Minergie, the space 
heating demand of the buildings in the area was on 
average extremely low at 14 kWh/m2-yr for the 
baseline case without microclimate. As expectable, 
older buildings had a higher demand, reaching as 
much as 167 kWh/m2-yr. 
On the coldest day of the year, the average space 
heating demand for Case 2 was 147 Wh/m2 for all the 
buildings in the area. When microclimate effects were 
taken into consideration, the space heating demand 
was decreased on average by 2%. Similarly, the peak 
heating power for the entire district is decreased by 
1.8%. The greatest overall decrease in the energy 
demand was seen in one of the remaining historical 
hospital buildings, where the space heating demand 
decreased from 1331 Wh/m2 for the baseline case to 
1322 Wh/m2 for the case accounting for the effects of 
microclimate. Likewise, the peak heating power for 
this building on the coldest day of the year decreased 
from 244 W/m2 to 236 W/m2. 
 

 
Fig.5. Comparison of hourly heating load in Cases 1 and 2 
for the CD in a typical year.  

 

 
 
Fig.6. Percentage decreasing of space heating demand per 
square meter for the CD in Case 1 (compared with Case 2) 

 
Due to the high level of insulation and the large 
internal gains in the buildings in the area, the space 
cooling demand in the HQ case is similarly significant, 

with 11 kWh/m2-yr on average. The University 
Hospital’s main building complex has the highest 
cooling demands at 14 to 22 kWh/m2-yr, whereas 
older buildings either had a lower demand or no 
cooling system at all. On the hottest day of the year, 
the average space cooling demand in the baseline case 
without microclimatic effects was 185 Wh/m2. When 
microclimatic effects were considered, the overall 
demand in the area increased by 2%. The effect of 
microclimate on the peak cooling demand was more 
noticeable, with a 5% decrease in peak cooling power 
on the coldest day of the year. 
 

 
Fig.7. Comparison of the hourly cooling load in Cases 1 and 2 
for the HD in a typical year. 
 

 
 
Fig.8. Percentage increasing of space cooling demand per 
square meter for the HD in Case 1 (compared with Case 2) 

 
Older buildings showed a greater response to 
microclimate effects, while newer, highly insulated 
buildings had a much less significant effect in Case 1. 
For the cases including microclimate effects, the daily 
peak in the cooling demand is lowered for several 
buildings, however the higher night time temperatures 
cause several buildings to require cooling earlier than 
when microclimate effects are not accounted for. The 
new buildings of the University Hospital showed the 
greatest cooling power demand due to its high internal 
and solar gains and passive construction. Overall, the 
peak cooling power of the University Hospital’s main 
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building decreased from 17.9 W/m2 to 16.9 W/m2 
when microclimate effects were taken into 
consideration. 
 
5. DISCUSSION AND CONCLUSIONS 
The study outlines a method for quantitative analysis 
of district-scale energy consumption taking into 
account the microclimatic effects created by the 
design of open and built space. A coupling approach 
that links the simulation tools ENVI-met and CEA is 
employed in a case study were urban development 
processes are expected to change microclimatic 
conditions and consequentially the energy 
performance of buildings. 
From the previous results some general conclusions 
can be drawn. First, from a microclimate perspective, 
an atmospheric urban heat island phenomenon is 
observed in the area. Compared to the measured data 
from the weather station, local temperatures are 
higher during the night and wind speed is mitigated for 
the two days analysed. Comparison between the two 
Cases analysed shows that the consideration of 
microclimatic patterns leads to a general increased 
building cooling demand on the hottest day and a 
lower building heating load during the coldest day. 
The previous results indicate the capacity of the 
developed method to analyse the energy performance 
of a complex urban district considering reciprocal 
influences between urban fabric configuration and 
local climate. In addition, it can provide a more 
realistic description of building energy performance 
and help designers in comparing the energy impact of 
different design solutions.  
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ABSTRACT: BIM use is on the rise in New Zealand with popular software packages, including Revit and ARCHICAD, 
adopting a semi-automated simulation platform. This allows architects and designers to calculate the thermal and 
energy performance of their designs. This paper identifies the strengths and weaknesses of these semi-automated 
simulation platforms. The objective is to investigate how accurate their assumptions are in determining a reliable 
output for use in achieving compliance with Clause H1 of the New Zealand Building Code. To achieve this, this 
paper reports a comparative study that examines the program’s ability to calculate construction R-values, 
interpret thermal properties and simulate energy performance. The results from this study show that if used as 
delivered there is a significant difference between the simulation results of the two software packages, due to the 
assumptions built into the default settings. It also identifies the disadvantages of the inbuilt construction R-value 
calculators and explores a potential path to resolving this through redefining the inputs of thermal properties. 
KEYWORDS: Energy Simulation, BIM, Efficiency, Residential 

 
 

1. INTRODUCTION  
The fourth annual BIM Benchmark Survey in a 5-year 
series completed as part of a BRANZ (Building 
Research Association New Zealand) study, identifies 
that 57 per cent of all construction projects adopt the 
Building Information Modelling (BIM) approach over 
traditional methods [1]. This percentage is expected to 
rise following the exponential implementation trend 
over recent years [1]. The widely-used software 
packages within the construction industry, that 
support the BIM methodology, are ArchiCAD and Revit 
[2]. Their BIM functionality converts them into semi-
automated building energy performance simulation 
platforms that aim to eliminate inappropriate human 
intervention that could cause results to be 
untrustworthy [3]. Instead of early design 
performance prediction based upon rules of thumb 
developed using predetermined prototypical 
performance they offer performance simulation 
inputs that are automatically assigned to increase 
workflow productivity. This paper investigates these 
simulation inputs and the accuracy of building energy 
performance simulation from these different widely 
used BIM software packages. This paper specifically 
focuses on how such BIM packages could be used to 
evaluate energy and building performance for 
producing evidence for compliance documentation. 
This is a major area of investigation yet to be explored 
because building energy performance simulation is, to 
date, one of the least used assets of these software 
packages, with only 14 per cent of the industry using 
BIM for this purpose, compared to 91 per cent which 
use it for 3D coordination [1]. Current trends also 

identify a significant decline in the number of projects 
that use BIM to demonstrate code compliance, down 
to 0 per cent in 2017 from 9 per cent in 2016 [1]. There 
appears to be a significantly underutilised potential for 
a BIM based workflow in the New Zealand Industry.  
The focus is the viability of BIM adoption in the 
residential market, where architects and designers are 
the target users. In this context, architects and 
designers are often solely responsible for ensuring the 
energy and thermal performance of the building 
meets the minimum building code, as there is rarely 
the money nor time available to out-source this task. 
Furthermore, the New Zealand Building Code [4] offers 
three potential methods of compliance: schedule, 
calculation and modelling methods. The first two 
disconnect the project from the BIM workflow as they 
both require a manual calculation of the thermal 
performance of each individual building component 
(floors, walls, roof etc.). The modelling method, 
however, presents the opportunity to remain within 
the BIM workflow and has the potential to achieve 
higher efficiency in demonstrating code compliance. 
The parameters of this method form the basis for the 
assessment of the ability of BIM-enabled software to 
demonstrate this compliance with a good measure of 
accuracy. 
 
2. BACKGROUND  
The interest and importance of simulating energy and 
building performance has grown in the architectural 
design industry due to the increased awareness of 
energy usage on building life cycle costs and the 
impact of indoor environment conditions [5]. However, 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

391 

the ability to complete these predictions is weakened 
through simplistic and optimistic calculations 
prescribed by the building code to accommodate 
architects and designers. Sophisticated software, 
outside the BIM approach, has had the capability to 
create accurate predictions of building energy 
performance for decades. This software has not been 
widely adopted by practitioners in building design for 
many reasons [6]. Instead it is more commonly used 
for academic research [5].  Alternatively, BIM has 
become a promising development for the future of 
architecture, engineering, and construction. It has the 
advantage of creating a virtual (digital) version of the 
proposed building that has a wide variety of uses from 
planning to operation of the building. Yet, as a 
developing workflow, it also has issues getting 
practitioners to incorporate energy and building 
performance methodologies.  
A paper investigating a library for energy and building 
performance in BIM, suggests that the BIM enabled 
interoperability between architectural design and 
energy simulation actually prevents energy analysis 
becoming an efficient process in the early stages of 
design [7]. The paper proposes an Object Orientated 
Physical Modelling (OOPM) approach that could 
produce component level simulation results which 
allow direct feedback to the designer of the impact on 
energy performance of building design decisions about 
individual building components. The benefit is the 
ability to visually link the results from the energy and 
building simulation directly to the virtual design, 
showing potential for implementation within practice.  
Another paper identifies numerous sources that 
suggest building energy performance simulation is 
seldom implemented in practice due to the associated 
labour intensive and costly processes [2]. In contrast, 
the semi-automated processes adopted by various 
CAD packages may reduce such costs. For these 
automated inputs to be trusted, their outputs need to 
be validated against known information. To be used 
for Code Compliance in the NZBC, Clause H1 “Energy 
Efficacy for housing and small buildings” these outputs 
also need to be converted into a format that is 
accepted and recognised by district councils, so that 
they can contribute as evidence for compliance. 
 

3. METHODOLOGY  
The NZBC “Modelling Method” requires submission of 
a compliance report comparing the performance of a 
simulated model with a reference model. The 
reference model is built to the compliance 
requirements outlined in NZS 4218. This model applies 
the minimum construction R-values for the relative 
climate zone and is considered the minimum level of 
performance.  
To investigate the consistency of common BIM-
enabled software packages, this paper adapts this 

process and presents the building energy performance 
results of a reference model, a proposed model and a 
model using software inputs. As a measure of quality 
assurance all models use the same geometry and 
glazing ratio.  
The “Reference Model” uses the simple R-values 
specified in the NZS4218 Standard [8]. The “Proposed 
Model” applies construction R-values calculated using 
the “isothermal planes” method specified in NZS 4214 
[9]. These R-values account for the thermal bridging of 
the actual materials used in the building structure. 
They are therefore the targets for determining the 
accuracy of the software. The “Software Input Model” 
models’ results are compared to the Proposed and 
Reference models.  
In both software packages, models were built using 
material descriptions that align closely with the 
building’s consent specifications. For example, Pink 
Batts©, a glass fibre batt insulation product commonly 
used in New Zealand construction, has been matched 
with the glass fibre batt insulation option in both 
ARCHICAD and Revit. Additionally, the default 
occupancy schedules and heating/cooling loads of a 
typical residential building were used to examine the 
difference in assumptions made by both software 
packages.  
To test the ability of the inbuilt construction R-value 
calculator in each property, construction assemblies 
were made using materials present within the inbuilt 
library. Each material layer was given the same 
thickness to match the case study construction 
specification. However, as both inbuilt calculators 
were homogenous, for heterogeneous layers the most 
prevalent material properties were taken. In the 
context of this case study, in an insulated timber wall 
with a timber structure and insulation infill between 
the vertical timber studs, a single insulation material 
“layer” was defined. As a combination of the two 
materials’ R-values. The methodology for R-value 
inputs for the reference and proposed models differ 
slightly in each software due to their interface and 
settings. These are differences are outlined in the 
following sections. 
 
3.1 Modelling in ARCHICAD 
For the reference and proposed simulations, the 
construction R-values were input using the override 
setting within the energy model evaluation settings 
and the appropriate “Structure Heat Storage Mass” 
was applied [10].  
 
3.2 Modelling in Revit 
For the reference and proposed simulations, the 
construction R-values were input by creating a new 
material with thermal properties that generated the 
reference and proposed construction R-values. 
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4. INVESTIGATED BUILDING TYPE  
The standalone single family housing is the most 
dominant housing typology (~80%) throughout New 
Zealand [11]. For this reason, a standalone typology 
has been selected for this research.  
As the focus is on how well the software interprets and 
calculates the specification of building, a simplified 
case study has been selected. Construction assemblies 
represent the most common used systems in New 
Zealand residential construction. Walls and roofs are 
framed with timber + pre-nail manufacturing. Floor on 
ground is a concrete slab with polystyrene insulation 
(insulation under slab is increasingly more common in 
the south). 
Detached single family houses have historically been 
the dominant housing typology in the Queenstown 
Lakes District. However, more recently there has been 
increasing demand for more affordable housing. The 
common answer, applied nation-wide, is to look 
towards medium density housing, to provide a lower 
upfront cost to the housing market. Yet, a recent 
housing preferences survey revealed that standalone 
housing scored consistently higher then attached, 
medium density, and high rise living, on perceived 
factors including; value for money, neighbours that are 
safe, have an enjoyable lifestyle, a good sense of 
community, and are visually appealing [12]. This 
strong desire to continue living in standalone, sole 
ownership, housing is feeding the rise of an 
increasingly popular typology of a main house and 
guest house on a single property title. Derived from a 
multi-family housing model, this typology has been 
edited to create a house and income model, which 
allows the owner to rent out the guest house to pay 
the mortgage on the full property. As Queenstown is a 
high tourism area, popular business apps such as 
AirBnB and HelpX, enable this housing typology’s 
success and attractiveness. For these reasons a house 
and guest typology has been selected for this study.  
 

 
Figure 70: Case Study Floorplans 

 
5. RESULTS  
Initial simulations suggested that there is a significant 
identifiable difference between the outputs of each 
CAD package. These results drew attention to the 

assumptions made by the automated inputs to the 
software. This study found that certain defaults have 
an appropriate place within the semi-automated 
simulation process, however, other pre-set inputs 
within the software could be improved to more 
adequately respond to New Zealand’s building 
regulations, conditions, and climates. The end of this 
study examines the various observations between real 
world figures and the simulation findings of both the 
simulation methods explored, identifying variations in 
the semi-automated processes used by each CAD 
package that informed the numerous inputs. 
 
5.1 Results - Building Component Construction Inputs 
In energy simulation, it is essential to have reasonably 
accurate inputs for the thermal properties of the 
building’s external envelope. These inputs are 
important as they can greatly impact the building’s 
heat loss as well as the annual energy consumption. 
 

 
Figure 71: Construction R-value Calculations 
*Minimum R-values based on Table 2 in NZS4218 for Climate 
zone 3 
**Construction R-values calculated using the approved Iso-
thermal planes method outlined in NZS 4214. These figures 
are considered a target for testing the software ability to 
calculate R-value’s accurately.  
 

The calculations shown in Figure 2 identify that there 
is significant variation in the software’s ability to 
calculate accurate construction R-values for the walls 
and roof. Yet, there is consistency shown in the results 
for the floors and roof. This identifies that, such a 
simulation process is limited to only homogenous 
construction build means that the calculation can only 
account for a single material per layer.  
This is an issue because the most common types of 
construction in New Zealand have at least one 
heterogeneous layer that is host to insulation placed 
in-between the timber structure.  It is understandable 
that both the semi-automated simulation software 
packages would simplify the construction R-value 
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calculation to only include a homogenous build up due 
to the manual requirement of setting the appropriate 
percentages. However, by not allowing this flexibility 
in the calculation the results are unreliable and 
optimistic. This level of optimism can be costly as it 
gives a false representation to the architect or 
designer which could lead to compliance being 
awarded incorrectly. Ultimately, making generous 
assumptions in the simulation stage of a project only 
decreases the quality of the built product. Material 
libraries in both programs do not include materials 
that are within an acceptable range to be considered 
an accurate representation of the true material.  
A potential solution would be either create a material 
library that is included in the software package for 
New Zealand. Alternatively establishing a format 
where products can supply a schedule that can be 
imported into the software could also be an 
opportunity for improvement. Creating construction 
elements, i.e. walls, floor, roof, etc. within either BIM 
enabled software is too simplistic to accurately 
account for heterogeneous construction layers. This is 
due to the construction assembly editing tool in both 
software packages only offering a basic homogenous 
construction build up.  A potential way around this 
would be to create pre-set layers that included pre-
calculated defaults for structural and insulation 
percentages. However, a weakness of this solution 
would be the quantity required to represent an 
appropriate range of structural configurations to gain 
a reasonably accurate percentage range.  
This study also found that windows were the most 
accurately and consistently represented across all 
models. This is likely to be because there is very little 
room for variation compared to walls, roofs and floors. 
Additionally, thermal properties for windows are a 
well-recognised standard. 
 

5.2 Results – Whole Building Energy Simulation 
As expected the energy performance of the model 
using the software defaults is lower across both 
software packages. However, there is a significant gap 
between these two trends. This gap may potentially be 
caused by the difference between the default 
schedules and heating/cooling loads assigned to the 
model in each software according to its building types.  

 
Figure 72: Whole Building Simulations in Revit and ARCHICAD 

 

5.3 Material Properties comparison  
In this case study, the software packages produced 
greater construction R-values compared to the 
proposed model, for the roof and wall elements which 
contained heterogeneous layers. However, as the 
difference between these R-values being so great, it is 
unlikely to be caused by the limitation of a 
homogenous calculation method alone. Instead, this 
difference has identified that the thermal properties of 
the materials that matched the description from the 
case study specification were significantly higher than 
the true thermal properties of the material used in 
New Zealand.  
 

Table 11: Thermal Properties Glass Fibre Batts 

 Conductivity 
(W/mk) 

Density 
(kg/m3) 

Wall - Glass Fibre Batt 

Specified True Material 0.0388 14.0 

Revit Material 0.19 32.0 

ARCHICAD Material 0.033 50.0 

Roof – Glass Fibre Batt 

Specified True Material 0.0487 8.1 

Revit Material 0.19 32.0 

ARCHICAD Material 0.033 50.0 

 
Table 1 above shows that ARCHICAD had a closer 
thermal conductivity to the true material compared to 
Revit, however, Revit had a closer density. In both 
cases the thermal properties were not close enough to 
be considered an adequate representation of the true 
material.  
 
5.4 Redefining the Inputs: Formulae for Calculating 
New Thermal Properties.  
To compensate for the built-in R-value calculator being 
homogenous in both software packages, new material 
layers were calculated using the thermal properties of 
both insulation and wood. The new properties were 
calculated to account for the different ratios of each 
material that were prescribed in the proposed building 
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where the R-values were calculated using the Iso-
thermal Planes calculation method required by NZS 
4214.  
Equations one and two demonstrate how new thermal 
properties were calculated. These were based off the 
principles of calculating isothermal planes. 
Fundamentally the purpose is to calculate an average 
of two properties that do not have an equal ratio.  
In this study, equation 1 and equation 2 were used to 
redefine the thermal properties for the wall and roof 
heterogeneous layers. However, they could also be 
applied to the floor and any other part of the building 
that has a heterogeneous layer of any material type 
which needs to be converted into a format that can be 
used as an input for construction R-value calculations 
in ARCHICAD or Revit.   
 

 (1) 

TCn = 
1

[(
RT

TCT
) + (

RI

TCI
)]

 

 
 (2) 

Dn = 
1

[(
RT

DT
) + (

RI

DI
)]

 

Where…  
RT   
RI  
TCN  
TCT  
TCI  
DN  
DT 
DI 

Ratio of Timber (%) 
Ratio of Insulation (%) 
Thermal Conductivity of New Material (W/mk) 
Thermal Conductivity of Timber (W/mk) 
Thermal Conductivity of Insulation (W/mk) 
Density of New Material (kg/m3) 
Density of Timber (kg/m3) 
Density of Insulation (kg/m3) 
 

New Material Properties  

Description Thermal 
Conductivity 

Density 

Wall 
Timber 18.7% 
Insulation 81.3% 

0.0444 17.10 

Roof  
Timber 12.1% 
Insulation 87.9% 

0.0525 9.19 

 

 

Figure 73: Updated Construction R-value calculations 
compared  

Figure 4 shows that both ARCHICAD and Revit R-value 
calculators achieved a much closer result to the 
proposed R-value in both the wall and roof elements. 
This proves that defining a layer with the appropriate 
timber to insulation ratio and using thermal properties 
from New Zealand construction materials achieves a 
more reliable result. 
 
5.5 Impact of the New Materials on Whole Building 
Simulation 
Iterative simulations, shown in Figure five, simulate 
the case study with the updated construction R-values. 
These suggest that results now very closely match the 
proposed R-values. The simulation completed in Revit 
demonstrates the expected outcome, where the 
results from the updated model closely match the 
proposed model. However, the ARCHICAD simulation 
did not follow the same expected outcome, even 
though it’s built in R-value calculator achieved results 
very close to the proposed R-values (Figure 4).  
To examine the behaviour of the software, the R-value 
override function was used within ARCHICAD’s energy 
evaluation settings (The same override function that 
was used for the reference and proposed simulations). 
The same R-value was put in and the “Structure’s Heat 
Storage Mass” was assigned to the most appropriate 
option, i.e. “Timber Structure” for walls and roof. This 
simulation produced results closer to the proposed 
model, even though the same R-values were used. This 
suggests that in ARCHICAD there are other variables 
that are impacting the results that do not have the 
same impact in Revit. This is an interesting observation 
as both software packages claim validation through 
the ASHRAE 140 standard for international modelling 
software, yet, they respond to the same input 
differently. This is an area that merits further research.  
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Figure 74: Whole Building simulations completed with the 
updated construction R-value calculations 

6. CONCLUSION 
This study has identified that in both of the software 
packages examined the thermal properties of core 
construction materials are not an accurate 
representation of those used in New Zealand.  
Although a homogenous construction R-value 
calculators, are built into both ARCHICAD and Revit, 
has the benefit of simplifying the calculation process, 
these values produce very optimistic results. This is 
due to the forced assumption of only a single material 
per layer. This is not an appropriate or accurate way of 
representing a timber framed house because the 
insulation is installed between the structural elements.  
This paper tested a potential way to account for the 
thermal bridging of the timber structure, however, this 
method required external calculation and input. This 
removes the benefit of a semi-automated simulation 
platform as it requires the user to externally research 
the relevant materials, combine them using the 
formulae written into this paper and then create a new 
material within the software. This requires an 
expertise in energy modelling that is well above what 
is expected of an architect or designer in practice. 
However, the results in this study indicate that there 
may be a potential to create a pre-set material library 
that is customised to the thermal properties of New 
Zealand materials that are combined using ratios that 
are relative to New Zealand construction techniques. 
A pre-set library of this kind has the potential to be 
loaded into software for both architects and designers 
alike, to achieve a more accurate and reliable 
simulation result of energy performance. Any pre-set 
library will need to be tailored for each software 
package and is an area that merits further 
investigation. 
It should be noted that this research is not without its 
limitations:  
The simulation results from Revit and ARCHICAD, 
identify that there are significant differences in the 
default assumptions each software package 
incorporates. These default assumptions include 
occupancy schedules and heating and cooling loads.  
To test each software package for its accuracy, without 
the expertise of an energy analyst, default settings of 
the occupation profiles or building schedules were 
used. These differ for both software packages. The 
accuracy of these results based on these varying 
schedules is an area that merits further research. 
The case study examined in this paper used relatively 
simple materials. A subsequent study may potentially 
develop a wider range of pre-set materials that take 
into account of the materials available in New Zealand 
and their relative ratios with respect to the common 
timber framed construction methods used in New 
Zealand.    

Finally, this study does not take into consideration 
different microclimate conditions within New Zealand. 
These could potentially be used to establish how 
accurately the automated inputs predict differences in 
heating and cooling energy use requirements. 
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ABSTRACT: There is a possibility that the sick building syndrome has already spread widely among the newly 
constructed apartments in major cities of Indonesia. This study investigates the current conditions of indoor air 
quality, focusing especially on formaldehyde and TVOC, and their effects on health among occupants in the urban 
houses located in the city of Surabaya. A total of 471 respondents were interviewed and 82 rooms were measured 
from September 2017 to January 2018. The results indicated that around 50% of the respondents in the 
apartments showed some degrees of chemical sensitivity risk. More than 60% of the measured formaldehyde 
levels in the apartments exceeded the WHO standard, 0.08 ppm. The respondents living in rooms with higher mean 
formaldehyde values tended to have higher multiple chemical sensitivity risk scores.  
KEYWORDS: Indoor air quality, Sick building syndrome, QEESI, Formaldehyde, Developing countries 

 
 

1. INTRODUCTION 
Indoor air quality (IAQ) and its effects on health of 
occupants have been studied in many parts of the 
world over the last several decades [1]. In developing 
countries, however, most of the IAQ studies focused 
on the issues of exposure to biomass combustion, and 
thus there are relatively few studies investigating IAQ 
in urban houses [2]. Nevertheless, in response to rapid 
population growth and urbanization, the construction 
of urban houses using modern building materials is 
thriving in developing countries – but without 
sufficient standards or regulations for the building 
materials as well as minimum ventilation rates. This 
study investigates the current conditions of IAQ, 
focusing especially on formaldehyde and TVOCs, and 
their effects on health among occupants in urban 
houses of Indonesia. This paper presents the results of 
a case study conducted in the city of Surabaya in 2017-
2018. 
 
2. METHODOLOGY 
Field investigations consisting of face-to-face 
interviews and measurements were conducted in five 
high-rise apartments, including low-medium cost 
apartments and condominiums, and five unplanned 
residential neighbourhoods, the so-called Kampongs 
from September 2017 to January 2018 (Table 1). This 
period includes part of dry season (Sep to Oct) and wet 
season (Nov to Jan). A total of 471 respondents were 
interviewed and 82 rooms were measured. The 
Kampongs comprise dense unplanned landed houses 
(approximately 11-53 years old) without proper urban 

infrastructure, whereas the apartments are high-rise 
buildings of about 20-storey or more (Fig. 1). These 
apartments were newly constructed since 2010 (see 
Table 4). 
The interviews were conducted using a questionnaire 
form comprising the Quick Environmental Exposure 

and Sensitivity Inventory (QEESI©) developed by Miller 
& Prihoda [3] and several additional questions, 
amongst others: cleaning habits, window-opening 
behaviour and socio-economic factors. Formaldehyde 
(FMM-MD, Shinyei) and TVOCs (ToxiRAE Pro, RAE 
Systems) were measured on top of air temperature 
and RH for approximately three days in master 
bedroom and living room of respective houses. The 
interval time of measurement was 1 min for TVOC and 
30 min for the other parameters. In addition, lung 
capacity of occupants was measured by the 
spirometer test. 

 
 Kampongs Apartment Total 

Questionnaire 298 (63%) 173 (37%) 471 
IAQ measurement 42 40 82 
Spirometer test 46 21 67 

 

Table 1: Number of samples 

Figure 1: Views of (a) Kampongs and (b) apartment 

(a) (b) 
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Multiple chemical sensitivity (MCS), which was 
recommended to replace idiopathic environmental 
intolerance (IEI) in the World Health 
Organization/International Programme on Chemical 
Safety (WHO/IPCS) workshop, is defined as an 
acquired disorder with multiple recurrent symptoms, 
as being associated with diverse environmental factors 
tolerated by the majority of people, and as not being 
explainable by any known medical or psychiatric 
disorder [4]. Miller & Prihoda [3] developed the QEESI 
to differentiate between chemically sensitive people 
and normal people. 
The QEESI consists of the following five scales [3]: 
chemical intolerance (to what extent certain odor or 
exposures make one sick); other intolerances (to what 
extent a variety of other exposures make one sick); the 
severity of symptoms (to what extent one experiences 
certain symptoms); the masking index (whether there 
is ongoing exposure from routinely used products); 
and life impact (to what extent the sensitivity affects 
certain aspects of life). Each scale is composed of ten 
questions, and each question is scored from 0-10, 
except for the masking index, which is scored as ‘yes: 
1’ or ‘no: 0’. Miller & Prihoda [3] suggested ranges for 
the scales and interpretation guidelines. The criteria 
for the risk criteria (degree to which MCS is suggested) 
are shown in Table 2. 
 
3. RESULTS AND DISCUSSION 
3.1 Multiple chemical sensitivity (MCS) risk 
The final calculated results of MCS were analysed by 
respective housing types (Fig. 2). As shown, only 21.9% 
of respondents show some degrees of intolerances in 
Kampongs, but the percentage of problematic 
respondents is significantly higher in the apartments, 
which is 48.8% (p<0.01). The percentage of 
problematic and very suggestive respondents in the 
apartments are more than twice than Kampongs. 
Fig. 3 shows the detailed results from QEESI. As 
illustrated in Fig. 3a, the respondents show high 
degrees of intolerance particularly to tobacco, 
diesel/gas, insecticide and paint. Overall, the 
magnitudes of intolerance in the apartments are 
significantly higher than those in Kampongs in most 
kinds of chemicals (p<0.01). Nevertheless, if only 
problematic respondents of which MCS risks range 
from ‘problematic’ to ‘very suggestive’ are analysed 

 
Degree to which MCS is 
suggested 

Symptom 
Severity 

Score 

Chemical 
Intolerance 

Score 

Masking 
Score 

Very suggestive ≥ 40 ≥ 40 ≥ 4 
Very suggestive ≥ 40 ≥ 40 < 4 
Somewhat suggestive ≥ 40 < 40 ≥ 4 
Not suggestive ≥ 40 < 40 < 4 
Problematic < 40 ≥ 40 ≥ 4 
Problematic < 40 ≥ 40 < 4 
Not suggestive < 40 < 40 ≥ 4 
Not suggestive < 40 < 40 < 4 

 

Table 2: MCS risk criteria [3]  
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Figure 2: Results of MCS risk 
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Figure 3: Results of QEESI. The left figure shows those of all 
samples and the right indicates those of only problematic 
respondents (MCS risk: ‘Problematic’ to ‘Very suggestive’). The 
error bar indicates a standard deviation, and, hereafter, ** 
shows 1% significant level, whereas * indicates at 5% level. 
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(i.e. the right figures of Fig. 3), the magnitudes of 
intolerance in the apartments are not higher than 
those of Kampongs (Fig. 3a). Rather, the intolerance to 
new furnishings is higher in Kampongs than that in the 
apartments. Meanwhile, the degrees of intolerance to 
other chemicals are not as high as previous items, and 
some of them, including alcoholic beverages, allergic 
reactions and chlorinated water, present significant 
differences between Kampongs and apartment (Fig. 
3b). 
On average, symptoms scores (Kampongs/ 
apartments) are high in terms of stomach and 
intestines (2.8/3.8), emotion (1.8/3.4), muscles 
(3.7/3.4), head-related (2.6/3.3), cognition (2.2/3.1), 
skin-related (1.7/2.9) and airway or mucous 
membrane (1.9/2.9). Significant differences between 
the two groups can be seen in most of the items, 
except for muscles. The average symptoms score for 
the muscles in Kampongs is significantly higher than 
that of apartments even among the problematic 
respondents (p<0.01). 
As described before, the masking index accesses 
whether there is ongoing exposure from routinely 
used products [3]. Among the problematic 
respondents, the average index score for scented 
products in the apartments is higher than that of 
Kampongs, whereas those for cooking gas and passive 
smoking in Kampongs are higher than the apartments 
(Fig. 3d). 
The above results imply that although most of the 
factors affecting MCS risk are similar among 
problematic respondents of both Kampongs and 
apartments, a few different factors also can be seen in 
the two groups, such as intolerance to new furnishings, 
symptoms on muscles, masking factors of scented 
products, cooking gas and passive smoking. 
 
3.2 Factors affecting MCS risk 
We conducted correlation analyses to identify the 
factors affecting MCS risk scores in Kampongs and 
apartments respectively using the Spearman’s test or 
Chi-square test depending on types of variable. Table 
3 summarises the surveyed personal attribute 
variables and their relations to the MCS risk scores 
respectively. First, it is found that the female 
respondents tend to obtain higher MCS risk scores in 
the apartments (p<0.05). In contrast, the increases in 
age and household income tend to increase the MCS 
risk in Kampongs (p<0.05, p<0.01). Second, the 
occupation of respondents has significant relationship 
with MCS in Kampongs: in particular, government 
officers and retired respondents tend to have higher 
MCS risk scores. The increase in stress level increases 
MCS risk scores in both groups. Meanwhile, those who 
have a medical history of asthma, eczema and other 
kinds of allergy tend to have higher MCS risk scores in 
Kampongs. 

 Table 3: Personal attributes and their relations to MCS risk 

Table 4: Building attributes and their relations to MCS risk 

Variables Kam-
pongs 

p Apart-
ment 

p Total p 

Age of building 
[years] 

31.7 .146 4.5 .750 25.2 .880 

Duration of living 
[years] 

25.3 .405 1.9 .474 15.2 .000 

No. of windows in 

bedroom [%] 

  0 
  1 
  >1 

 
12.5 
67.7 
19.8 

.004 
 

 
7.0 

73.4 
19.6 

.924 
 

 
10.1 
70.1 
19.7 

.049 
 

No. of windows in 

living room [%] 

0 
  1 
  >1 

 
 

3.0 
75.9 
21.2 

.000  
 

5.3 
47.4 
47.4 

.280  
 

3.8 
65.6 
30.6 

.000 

Duration of opening 

windows [hrs/day] 

  Bedroom 
  Living room 

 
 

13.6 
12.8 

 
 

.416 

.773 

 
 

6.5 
7.3 

 
 

.141 

.853 

 
 

9.9 
10.5 

 
 

.000 

.008 
HVAC ownership 
[%] 
  Air-conditioner 
  Fan 
  Exhaust fan 

 
 

20.9 
99.3 
10.6 

 
 

.007 

.509 

.888 

 
 

99.2 
29.5 
51.6 

 
 

.608 

.526 

.133 

 
 

57.6 
66.9 
29.9 

 
 

.000 

.001 

.085 
Modification [%] 71.1 .017 25.2 .987 50.2 .394 
Water leakage[%] 69.8 .387 27.6 .143 50.4 .065 
Furniture [mean 
units] 
  Living room 
  Bedroom 

 
 

3.8 
3.1 

.003 
 
 
 

 
 

5.1 
3.3 

.322 
 
 
 

 
 

4.4 
3.2 

.087 
 
 
 

Cleaning rooms [%] 

  1/month or less 

  Every 2-3 weeks 

  Every week 

  Every 2-5 days 

Everyday 

 
 

0.0 
0.0 
2.6 
7.8 

89.6 

.006 
 
 
 

 
 

5.4 
6.2 

32.3 
27.7 
28.5 

.626 
 
 

 
 

2.5 
2.8 

16.3 
17.0 
61.4 

.016 
 
 

Cleaning 

bathrooms [%] 

  1/month or less 

  Every 2-3 weeks 

  Every week 

  Every 2-5 days 

Everyday 

 
 

2.4 
9.8 

36.9 
28.6 
22.3 

.689 
 
 

 
 

17.4 
13.8 
43.7 
18.6 

6.6 

.061 
 
 

 
 

9.3 
11.6 
40.1 
23.9 
15.0 

.011 
 
 

 

Variables Kam-
pongs 

p Apart-
ment 

p Total p 

Gender [%] 
  Male 
  Female 

 
35.5 
64.5 

.474  
42.1 
57.9 

.032 
 

 
37.9 
62.1 

.146 

Age [%] 
  <20 
  20-29 
  30-39 
  40-49 
  >50 

 
14.3 
13.0 
17.7 
27.0 
28.0 

.068  
16.0 
68.0 

5.9 
4.7 
5.3 

.809  
14.9 
33.1 
13.4 
18.8 
19.7 

.115 

Income [%] 
  <150US$ 
  150-450 
  450-750 
  >750 

 
24.8 
56.4 

9.4 
9.4 

.000  
10.5 
49.2 
14.5 
25.8 

.496  
18.3 
53.1 
12.1 
16.5 

.000 

Occupation [%] 
Government 

  Private 
  Entrepreneur 
  Student 
  Housewife 
  Retired 
  Others 

 
4.0 

21.9 
21.5 
19.2 
24.6 

6.7 
2.0 

.001  
7.0 

14.5 
6.4 

66.3 
3.5 
0.6 
1.7 

.778  
5.1 

19.2 
16.0 
36.5 
16.8 

4.5 
1.9 

.001 

Stress [0-10] 2.1 .000 4.3 .004 2.9 .000 
Asthma [%] 12.8 .041 17.4 .740 14.5 .080 
Eczema [%] 25.3 .000 36.0 .055 29.3 .000 
Allergy [%] 31.6 .031 36.5 .117 33.4 .007 
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Table 4 presents the surveyed building attribute 
variables and their relations to the MCS risk scores. As 
shown, overall, the duration of living in the present 
houses has a significant relationship with MCS risk 
(p<0.01), but the relationships are seen neither in each 
of the groups. Meanwhile, the increases in number of 
windows in both master bedroom and living room 
increase the MCS risk in Kampongs (p<0.01). 
Nevertheless, the duration of opening windows 
obtains a significant relationship with MCS risk only for 
all samples (p<0.01). Furthermore, in Kampongs, the 
ownership level of air-conditioning (p<0.01), the 
history of modification (p<0.05), the number of 
furniture in the living room (p<0.05) and the frequency 
of cleaning rooms (p<0.05) have significant 
relationships with MCS risk. 
Table 5 indicates the surveyed indoor air quality 
sensations and their relations to the MCS risk scores. 
As shown, those who feel some smell and mold growth 
in their houses of Kampongs tend to obtain higher MCS 
risk scores (p<0.05).  
 
3.3 Indoor air quality (IAQ) measurement 
Outdoor weather conditions differed between dry and 
wet seasons. As shown in Fig. 4, during the dry season, 
the outdoor air temperature ranges from 25.1-36.3°C 
with an average temperature of 29.9°C, whereas the 
RH ranges from 34-86% with an average of 64%. 
Meanwhile, the average outdoor temperature 
dropped to 28.1°C while the average RH increased up 
to 77% during the wet season. 
In the dry season, the measured indoor air 
temperatures range from approximately 29-32°C in 
Kampongs, while those in apartments ranges from 27-
31°C. As shown, air-conditioning was used in most of 
the rooms in the apartments unlike in Kampongs. The 
indoor RH does not exceed 70% even in Kampongs 
during most of the period in the dry season partially 
due to the increased indoor air temperatures. In 

contrast, indoor RH maintained very high values, up to 
87% in Kampongs during the wet season, while the 
indoor air temperatures were decreased to 
approximately 27-29°C. 
The mean and maximum formaldehyde and TVOCs 
during the measurement periods were illustrated 
respectively in Fig. 5. These values were calculated 
based on the measured 30 min temporal average 
values, and therefore even the maximum values over 
the measurement period can be comparable with 
major international/domestic standards on IAQ. 
Overall, the average values of both formaldehyde and 
TVOCs are higher in the apartments than those in 
Kampongs except for the average maximum values of 
TVOCs, although a significant difference is found only 
for the mean values of formaldehyde (p<0.01). For 
example, the maximum values of formaldehyde range 
up to approximately 0.172 ppm with an average of 
0.081 ppm in Kampongs, while those in the 
apartments range from approximately 0.048-0.183 
ppm with an average of 0.115 ppm, which is higher 
than the WHO standard, 0.08 ppm. Meanwhile, the 
maximum values of TVOCs range up to approximately 
5.21 mg/m3 with an average of 2.59 mg/m3 in 
Kampongs, while those in apartments range up to 
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Figure 4: Statistical summary of outdoor and indoor air temperature and RH. ‘AC’ indicates rooms equipped with air-conditioning and 
* shows unknown. Hereafter, the box charts indicate the mean, the mean ± standard deviation and the maximum/minimum values. 

Kampongs Apartments Kampongs Apartments 

(a) Dry season (Sep-Oct) (b) Wet season (Nov-Jan) 

Variables Kam-
pongs 

p Apart-
ment 

p Total p 

Smell/Odor [%] 51.0 .024 60.5 .160 55.4 .064 
IAQ [%] 
  (Rather) Clean 

  Neutral 

  (Rather) Dirty 

 
42.1 
46.7 
11.2 

.893 
 
 

 
42.3 
43.8 
13.8 

.056 
 
 

 
42.2 
45.4 
12.4 

.324 
 
 

OAQ [%] 
  (Rather) Clean 

  Neutral 

  (Rather) Dirty 

 
38.8 
43.4 
17.8 

.089 
 
 

 
33.8 
54.6 
11.5 

.148 
 
 

 
36.5 
48.6 
14.9 

.027 
 
 

Humidity [%] 
(Rather) Dry 

  Neutral 

  (Rather) Humid 

 
31.3 
42.7 
26.0 

.051 
 
 

 
30.7 
48.0 
21.3 

.128 
 
 

 
31.0 
45.1 
23.8 

.307 
 
 

Mold [%] 42.4 .005 37.0 .660 39.9 .296 
Mite [%] 6.0 .921 18.1 .107 11.5 .007 

 

n=28 n=19 n=14 n=21 
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approximately 7.40 mg/m3 with an average of 2.90 
mg/m3. 
Figs. 6-7 present cumulative frequencies of 
formaldehyde and TVOCs respectively. As shown in Fig. 
6, overall, the formaldehyde concentrations are higher 
in the apartments than those of Kampongs especially 
in terms of mean values. It should be noted that 
extremely high maximum values of formaldehyde 
were, however, obtained in both groups (Fig. 6b). This 
means that the background formaldehyde 
concentrations are apparently higher in the 
apartments than Kampongs as expected, but there are 
some exceptional cases even in Kampongs in which the 
formaldehyde levels are intermittently very high. 
Nevertheless, the result indicates that a large 
proportion of occupants in the apartments are 
routinely exposed to a high concentration of 
formaldehyde. As shown in Fig. 6b, more than 60% of 
the measured formaldehyde levels in the apartments 
exceed the WHO standard, whereas about 20% exceed 
the standard in Kampongs. 
As shown in Fig. 7, the measured TVOC levels are not 
so different between Kampongs and apartments. 
Overall, the measured TVOC levels are divided into 
two opposites. Although approximately 60% of the 
rooms obtain relatively low TVOC levels with mean 
values of less than 400 μg/m3, the rest of the rooms 
obtain high values, up to 8,000 μg/m3 on average. Both 
Kampongs and apartments contain several extreme 
cases in which the maximum values range from 8,000 
up to 21,800 μg/m3. 
 
3.4 Influence of IAQ levels on MCS risk 
We analysed the differences of mean values of 
formaldehyde and TVOCs respectively between the 
two different MCS risk groups: ‘not suggestive’ and 
‘problematic’ to ‘very suggestive’ (Figs. 8-9). As shown 
in Fig. 8, significant differences are found in terms of 
formaldehyde in both Kampongs and apartments for 
mean and maximum values respectively. As expected, 
the respondents living in rooms with higher 
formaldehyde values tend to have higher MCS risk 
scores. Nevertheless, the opposite tendency can be 
seen for the maximum formaldehyde values in 
Kampongs. This is probably because there were some 

exceptional cases in Kampongs in which the 
formaldehyde levels were intermittently very high as 
discussed before. In other words, this result implies 
that the long-term routinely exposure to 
formaldehyde would be more influential to the 
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Figure 8: Formaldehyde levels by different MCS risk groups. 
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Figure 9: TVOC levels by different MCS risk groups. 

Figure 6: Cumulative frequency of the measured formaldehyde. 
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Figure 7: Cumulative frequency of the measured TVOCs. 

 

Figure 5: Statistical summary of IAQ measurement results. 
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occupants’ chemical intolerance than by the 
intermittent but high exposures. 
In contrast, significant differences cannot be seen in 
the TVOC results (Fig. 9). However, basically, the 
higher TVOC level is the higher the MCS scores would 
be, except for the maximum values in Kampongs. 
 
3.5 Results of spirometer test 

The FEV1% values were calculated based on the 
measured force expiration volume over a second 
(FEV1) compared with Indonesian standard values 
proposed in [5]. The above standard values are 
determined depending on the respondent’s age and 
gender [5]. The FEV1%, which assesses the 
respondent’s FEV1 levels compared with the required 
standard values in percentage, is an important 
measure of pulmonary function. As shown in Fig. 10, 
more than 55% of the respondents in Kampongs are 
considered less than normal respiratory conditions, 
while more than 85% in the apartments are considered 
the same. A significant difference was not found in 
mean values between the two groups (p=0.108), but 
overall, the respondents in the apartments show 
further worse conditions than Kampongs. Further 
analysis is needed to identify the factors causing these 
worse respiratory conditions in both groups. 
 
4. CONCLUSIONS 
This research is probably the first attempt to assess the 
IAQ conditions and their effects on health in urban 
houses of Indonesia. The key findings from the case 
study of Surabaya are as follows: 
(1) There was a significant difference in mean values of 
MCS rick between Kampongs and the newly 
constructed apartments. Around 50% of the 
respondents in the apartments showed some degrees 
of chemical sensitivity risk, indicating possible spread 
of sick building syndrome. 
(2) On the other hand, significant differences were not 
found in the results of TVOC measurement as well as 
spirometer tests between Kampongs and apartments. 
This implies that there are other IAQ problems even in 
Kampongs, which cannot be measured by the degree 
of chemical intolerance. 
(3) Although most of the factors affecting MCS risk 
were similar among the problematic respondents of 
both two groups, there were a few different factors on 
the other hand. The chemical intolerance to new 
furnishings, symptoms on muscles, masking factors of 
cooking gas and passive smoking were higher in 
Kampongs, whereas the masking factor of scented 
products was higher in the apartments instead. 
(4) Various kinds of personal and building attributes 
were found to affect MCS risk scores, but the 
influential factors were quite different between 
Kampongs and apartments, except for the degree of 
stress. For example, in Kampongs, the increases in age 
and household income increased MCS risk scores. 

Moreover, those who have a history of allergic 
diseases tended to record higher MCS risk. In contrast, 
in the apartments, the female respondents tended to 
obtain higher MCS risk. In Kampongs, more factors are 
associated with personal and building attributes than 
the apartments. 
(5) The average maximum values of formaldehyde 
were 0.081 ppm in Kampongs and 0.115 ppm in the 
apartments, which are higher than the WHO standard, 
0.08 ppm. It was found that the background 
formaldehyde levels were apparently higher in the 
apartments than Kampongs, but there were some 
exceptional cases even in Kampongs in which the 
formaldehyde levels were intermittently very high. On 
the other hand, the measured TVOC levels were not so 
different between the two groups, ranging very widely 
up to 22 mg/m3 in maximum value. 
(6) The respondents living in rooms with higher mean 
formaldehyde values tended to have higher MCS risk 
scores. It was suggested that the long-term routinely 
exposure to formaldehyde would be more influential 
to the occupants’ chemical intolerance, which was 
particularly seen in the apartments, than by the 
intermittent but high exposures. 
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Study on the Thermal Performance of Office Spaces  
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A case study in Singapore 
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ABSTRACT: Commercial and office buildings often have problems on the aspects of indoor thermal environment 
and energy performances. The actual performance of these types of buildings, most of the time, are different from 
the desired performance. A data collection was conducted in an office space of a university building in Singapore 
as part of the ongoing study, measuring the environmental performance of office buildings across Southeast Asian 
countries. The objective measurement on the thermal condition shows that most measurement points across office 
space is at the colder side of the comfort zone. This finding is supported by the survey results where only about 
65% of occupants voted for “slightly cool”, “neutral” and “slightly warm” and about 22% of occupants showed 
“cold” related symptoms on their legs, hands and body at the end of working hours. The calculated neutral 
temperature range was generally from 24oC to 26oC, while the measured room temperature was mostly below 
24oC. 
KEYWORDS: Thermal performance, office space, Tropics, Singapore 

 
 

1. INTRODUCTION  
Southeast Asian cities are undergoing rapid 
development due to the population growth and 
economic development. Commercial and office 
buildings often have problems on the aspects of indoor 
thermal environment and energy performances. The 
actual performance of these types of buildings, most 
of the time, are different from the desired 
performance. The possible causes can be described as 
the followings; excessive capacity or inappropriate 
operation of mechanical system, less internal heat 
generation, and so on. Overall, this research aims to 
construct detailed database of indoor climate and 
energy consumption at large-scale buildings in the 
tropics of Asia.  
This paper presents a small part of the ongoing study, 
measuring the environmental performance of office 
buildings across Southeast Asian countries. A data 
collection was conducted in the office of a university 
building in Singapore. 
L    e  be wee  l      es  º  ’N      º  ’N     
l       es    º  ’E        º  ’E  S       e     
be classified as having hot humid climate. Uniform 
high temperatures, humidity and rainfall 
throughout the year characterize the climate. The 
diurnal temperature variations are small with the 
range for minimum and maximum temperatures of 

                                                       
 

4 Based on metrological data on 1982-2001, National 
Environmental Agency, Singapore. 

23ºC to 26ºC and 31ºC to 34ºC respectively. The 
mean annual temperature was 27.4ºC between 
the periods of 1982 to 20014. The relative humidity 

is generally high and although it invariably 
exceeds 90 percent in the early hours of the 
morning just before sunrise; it frequently falls to 60 
percent during the afternoons when there is no 
rain. During prolonged heavy rains, the relative 
humidity often reaches 100 percent. Between the 
periods of 1982 to 2001, the mean annual relative 
humidity was 83.5 percent. Due to the tropics 
climate condition, buildings are found to be 
uncomfortably hot and humid at certain times. Higher 
velocity of wind flow over the human body is required 
to increase the efficiency of sweat evaporation. Due to 
these climate characteristics, to achieve thermal 
comfort in buildings, HVAC system uses about 60% of 
total building energy use [1]. 
Based on several literatures [2, 3], some important 
definitions regarding thermal comfort are: 
Thermal comfort: condition of mind, which expresses 
satisfaction with the thermal environment. 
Acceptable thermal environment: an environment, 
which at least 80% of the occupants would find 
thermally acceptable. 
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Thermal sensation: a conscious feeling commonly 
graded into the categories of cold, cool, slightly cool, 
neutral, slightly warm, warm, and hot. 
There are four factors that contributes to the 
occupants’ TC perception, i.e. physiology, psychology, 
climatology and design factors [4]. Physiology and 
psychology are the two human factors, which interact 
dynamically in responding toward environment 
perception through the thermal sensation. 
Climatology covers wide range of natural setting of 
climate, which cannot be controlled or modified by 
human. But on the other hand, Climate can influence 
the planning of towns, buildings, and settlement 
designs, and can evoke strategies to promote the 
efficiency of thermal comfort for both outdoors and 
indoors [5]. 
 
2. METHODOLOGY 
To measure and evaluate the actual performance of 
the building, there are five parameters that were 
measured are as follows: outdoor climate, indoor 
climate, energy consumption of the building, 
occupants’ sensation and building management. For 
parameters 1-3, continuous measurement was 
conducted. Meanwhile, occupants’ survey through 
questionnaire was conducted to measure occupants’ 
sensation. By collecting and analyzing these data, it is 
possible to evaluate comprehensive actual building 
performance.  

Table 12: Measurement schedule 

Date Measurement No of Survey 
Respondents 

29 Oct 
2017 

Installation  

30 Oct 
2017 

Installation  

31 Oct 
2017 

Automatic 
measurement 

Manual 
measurement 

26 (Male: 6, 
Female: 26) 

1 Nov 
2017 

Automatic 
measurement 

& Removal 

Manual 
measurement 

& Removal 

24 (Male: 7, 
Female: 17)  

 
Figure 75: Measurement points layout plan 

In this study, a typical fully air-conditioned office space 
was chosen for the evaluation and the measurement 
was conducted on 30 October – 1 November 2017, see 
Table 12. The number of occupants participated in the 
survey is 26 and 24 occupants on 31 October and 1 
November 2017 respectively. 
To understand thermal environment of this office 
space, sensors were installed at 15 points across the 
space as shown in Figure 75. The corresponding 
locations of air-conditioning diffusers and luminaires 
can be seen in Figure 76. Questionnaire survey was 
conducted at four different timings: short after the 
occupants reached office at around 9am, at 11 am, at 
3pm and when the occupants were about to leave 
office, at around 6pm. 

 
Figure 76. Layout of air-conditioning diffusers and luminaires  

 
Points B, C, D, H, I and J are located at the perimeter 
zone, i.e. an area within 5 meters distance from the 
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building perimeter. Meanwhile, points A, E, F and G 
are located at interior zone. The measurement devices 
used in the study include T&D TR-74, TR-52+Globe ball 
to measure air temperature, globe temperature, 
relative humidity and illuminance; T&D MCR4+ 
thermocouple to measure vertical temperature 
distribution; and TR-76Ui to measure air temperature, 
relative humidity and CO2 concentration.  
The electricity power consumptions of artificial 
lighting and power outlets were measured at the 
corresponding distribution panel, while the air-
conditioning power consumption was measured at the 
distribution panel in the corresponding level’s AHU 
room (air-side). HIOKI clamp power loggers PW3360 
on sensor 9661 and 9669 were used in the 
measurement. 
 
3. RESULTS AND DISCUSSION 
During the measurement period of 31 October – 1 
November 2017, the weather conditions were mainly 
cloudy, especially on 31 October when the peak solar 
radiation reached only at less than 300W/m2. The air 
temperature ranges from low of 25.8oC to high of 
29.5oC, while the absolute humidity ranges from 
19.8g/m3 to 22.7g/m3. 
The indoor air temperature and operative 
temperature distributions at different locations during 
working hours (08:00 – 18:00 hours) are shown in 
Figure 78 and Figure 79 respectively. The temperature 
ranges between 22oC and 25oC. The median of room 
temperature at point A, C, D, G and H was around 24oC. 
The highest temperature distributions is at point B, 
with median value of 24.5oC, which was under the 
influence of radiant heat from the building envelope, 
i.e. northwesterly orientation. In the interior zone, the 
median of temperature was around 23.5oC at point E 
and F. 

 
Figure 77. Weather condition on 31 October – 1 November 
2017 

 
Figure 78: Frequency distribution of room air temperature on 
31 October (Left) and 1 November 2017 (Right) 

 
 
 
 
 
 
 
 
 
 
Figure 79: Frequency distribution of operative temperature 
on 31 October (Left) and 1 November 2017 (Right) 

Figure 80 shows the operative temperature and 
absolute humidity on psychometric chart and comfort 
zone based on ASHRAE standard 55-2013 for winter 
and summer. As Singapore is a hot humid tropical 
climate, the indoor condition should fall within the 
comfort zone for summer condition. The figure shows 
that most points is at the colder side of the comfort 
zone, while only Point B that falls within the comfort 
zone most of the time. 
During the survey, the occupants’ office outfit were 
ranging from long sleeve and long pants for male 
occupants to blouse and skirts and jacket for female 
occupants. The average clothing insulation is 0.5 clo, 
with metabolic rate of 1.2 met for office work activity. 
Comparing the results from the objective 
measurement with subjective measurement, i.e. 
thermal sensation vote, the number of occupants who 
voted for “slightly cool”, “neutral” and “slightly warm” 
constitutes approximately 73%, 63% and 65% of the 
total votes on 31 October, 1 November 2017 and both 
days respectively (Figure 81). “Slightly cool”, “neutral” 
and “slightly warm” votes are considered as thermally 
acceptable. The remaining occupants said to have 
colder thermal sensation which falls within the range 
from “very cold” to “cool”. By correlating their survey 
responses, profile and seating positions, they feel 
colder because of sitting directly under the diffuser as 
well as the age of the occupants. Older female 
occupants tend to feel colder. 
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Figure 80: Psychometric chart on 31 October (Above left), 1 
November 2017 (Above right) and comfort zone legend 
based on ASHRAE Standard 55-2013 [1] 

Despite that, the thermal acceptance votes (Figure 82) 
show that almost all of the occupants accept the 
temperature conditions. 
When the occupants were asked whether they would 
like to change the temperature condition, about 40-
50% of occupants prefer “no change”, while about 
both 20% of occupants prefer to be “warmer” and 
“cooler” (Figure 83). The remaining 10% of occupants 
did not state their preferences. 

 
Figure 81: Thermal sensation vote on both days 31 October 
and 1 November 2017  

 
Figure 82: Thermal acceptance vote on both days 31 October 
and 1 November 2017 

 
Figure 83: Occupants’ preference vote on both days 31 

October and 1 November 2017 

 
Figure 84: Symptoms at the end of working hours on both 
days 31 October and 1 November 2017 

The occupants were also asked their symptoms after 
the working hours, as shown in Figure 84. The 
symptoms related to the coldness of the environment 
are “cold hands”, “cold legs” and “cold body”. If these 
symptoms are combined, the percentage of occupants 
felt cold in their body are 22% both days respectively. 
Despite that, more than 80% of them answered that 
the thermal environment was “acceptable” to them. 
This is apparent that though the occupants feel cold, 
they were still able to tolerate it, which leads to 
acceptance. Similarly, a little discomfort does not 
warrant an “unacceptable” rating from the occupants. 
The result highlights that the occupants have adapted 
to the cold thermal condition in their workspace. 
Figure 85 shows the distribution of neutral room 
temperature calculated by Griffith’s method on 31 
October, 1 November and combined both days. 
Interquartile ranges of neutral temperature were 
generally from 24oC to 26oC. Comparing with the room 
temperature measurement shown in Figure 78, where 
most of room temperature were below 24oC, this 
result indicated that it is necessary to change room 
temperature higher in order to make occupants’ 
thermal sensation neutral state. 
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Figure 85. Box plot of neutral room temperature on 31 
October (Above), 1 November 2017 (Centre) and both days 
(Below) 

 

 
Figure 86. Box plot of PMV on 31 October and 1 November 
2017 

Figure 86 shows frequency distribution of PMV at 31st 
October and 1st November. PMV was calculated using 
air temperature, mean radiant temperature, wind 
velocity, relative humidity, clothing insulation and 
estimated value of metabolic rate (1.1 met). Overall, 
median of PMV was from -0.2 to -0.7. Thus, indoor 
thermal environment was not within the comfort zone 
based on ISO7730 in some cases. Meanwhile, Figure 
87 shows frequency distribution of gaps between TSV 
and PMV on 31 October and 1 November 2017. Overall, 
median of these gaps was around 0.25. Thus, it 
confirms the subjective responses from the occupants 
that they felt cold. 

 

 
Figure 87. Box plot of gaps between TSV and PMV on 31 
October and 1 November 2017 

 

 
Figure 88. Electricity power consumption on 31 October and 
1 November 2017 

 

 
Figure 89. CO2 concentration on 31 October (Above) and 1 
November 2017 (Below) 
 

The measured electricity power consumption from 31 
October 2017 at 11am to 1 November 2017 at 4PM is 
shown in Figure 88. The graph shows that total power 
consumption started going down at late morning 
around 11am before it went up again after lunch time 
at 1-2pm. It also shows that AHU was turned off after 
8pm and turned on at 6am, 2.5 hours before the 
official working hours started at 8.30am. It is observed 
that the air-conditioning power consumption is slightly 
lower than the lighting power consumption on 31 
October 2017. Most probably, it is because the 
weather condition was much cooler and cloudy. Hence, 
it used less energy to cool down the office space.  
Figure 89 shows carbon dioxide (CO2) concentration 
around point E and H on 31 October and 1 November 
2017. The CO2 concentration was less than 1000ppm. 
Acceptance criteria concentration is generally at 
1000ppm. Thus, there is no issue on high CO2 
concentration for occupants’ health during the 
working time. 
 
4. CONCLUSION 
This paper presents measurement results conducted 
in an office building of a university building in 
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Singapore. This study is one of the measurements 
done in office buildings across southeast Asian 
countries to measure its environmental performance.  
The objective measurement on the thermal condition 
shows that most measurement points across office 
space is at the colder side of the comfort zone. This 
finding is supported by the survey results where only 
about 65% of occupants voted for “slightly cool”, 
“neutral” and “slightly warm” and about 22% of 
occupants showed “cold” related symptoms on their 
legs, hands and body at the end of working hours. 
Despite that more than 90% of occupants accepted the 
thermal condition and only 20% of them would like to 
have the space to be warmer. These findings show that 
the occupants have adapted to the cold temperature 
condition in their office space. The calculated neutral 
temperature range was generally from 24oC to 26oC, 
while the measured room temperature was mostly 
below 24oC. Therefore, it is recommended that the air 
temperature can be increased by 1oC in order to 
improve occupants’ comfort and reduce the amount 
of air-conditioning energy consumption.  
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Estimating Impact of Green-Blue Infrastructure on Air 
Temperature Using Remote Sensing: 

Case study of Sabarmati Riverfront, Ahmedabad, India 
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ABSTRACT: With the availability of high quality remote sensing data, the phenomena of urban heat island has 
been well documented over the past two decades. Various mitigation measures, including changes to urban form, 
construction material, etc. have been suggested; however, these factors tend to be static and have a long gestation 
period. Water and forest body have higher specific heat compared to urban built up and thus have a lower surface 
temperature during the afternoon, when the temperature generally peaks. Many indigenous civilizations have 
used this ‘cooling effect’, but the effectiveness of water and forest bodies on cooling is poorly understood. This 
study uses remote sensing data, specifically, thermal imagery from Landsat 7 and 8 satellites to calculate the 
quantity and range of cooling due to the combined presence of water body and green strip along the water’s shore. 
The study finds that in the studied area, the cooling effect ranges from 1.1 to 3.9˚ C but with a maximum effective 
range of 360 meters under the favourable wind conditions. The short range of cooling effect raises questions if 
green-blue infrastructure can be an effective way to combat UHI in the dense urban area where land is scarce and 
expensive. 
KEYWORDS: Urban Heat Island, Green Blue Infrastructure, Sabarmati Riverfront 

 
 

1. INTRODUCTION  
Increase in paved surface and reflective material in 
dense urban areas has been documented to causes 
hikes in ambient temperature as compared to rural 
surroundings. The annual mean air temperature of a 
city with one million or more people can be 1.8 to 5.4°F 
warmer than its surroundings [1]. Even smaller cities 
and towns will produce heat islands, though the effect 
often decreases as city size decreases [2]. 
This increase in temperature not only increases energy 
requirements of the buildings, but also increases 
human discomfort in climate uncontrolled areas. 
Priyadarsini, 2011 [3] Arifwidodo and Chandrasiri, 
2015 [4] have documented an increase in cooling 
requirement of building due to urban heat island (UHI) 
in different geographical settings and building uses.  
Green-Blue infrastructure has been used by 
indigenous civilization and its impact on reducing the 
UHI effect has been studied by many scholars [5]. 
However, there is a lack of simpler methodology which 
can be deployed by urban designers and planners 
using which impact of such green-blue infrastructure 
can be estimated. If a regression equation estimated 
using past projects in a given homogenous region can 
estimate impact based upon size, intensity and other 
parameters of the project, better intangible benefit 
calculations will be possible. 

2. STUDY AREA  
Located in the city of Ahmedabad, in the western part 
of India, Sabarmati was a seasonal river which 

remained dry for the most part of the year and its 
shores were encroached upon by slums. Construction 
of project started in 2005 and since 2012 parts of the 
riverfront have been opened at regular interval. The 
area has a semi-arid climatic condition with maximum 
temperature exceeding 40°C in summer. Dominant 
wind flow is from west to east, 9° towards north, from 
March to July. 
Figure 1 shows the typical condition of the river and 
surrounding encroachment around the banks in May 
2003. Figure 2 shows the condition of the river in May 
2017. The grid represents the pixel size and the 
location of the satellite imagery used. Figure 3 shows 
the typical dimension of the green-blue features of the 
project. The variety of shape, composition and ‘before-
after’ comparison provides an opportunity to 
investigate how these parameters impact UHI. 

 
Figure 90: River and surrounding area in May, 2003 
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Figure 2: River and surrounding area in May, 2017 

 

 
Figure 3: Typical dimension of Green-Blue Body. 
 

 
Figure 4: Typical interaction of blue-green-urban form [6] 

 
The green feature along the shores varies from 180 - 
215 m on the western side and 110 – 180 m on the 
eastern side. River body is narrower towards north 
(180 m) and reaches a maximum width of 275 m 
towards the southern end. Additionally, the water 
diversion raised the average water level by 3.84 m and 
3 to 5 meter retaining wall forms barrier between 
green space and urban built-up as shown in figure 4 [6]. 
 
3. METHODOLOGY 
Hung et. al, 2006 [7] in their empirical verification of 
reliability of thermal imagery have found it to be the 
accurate indicator of UHI if pre-processing for stray 
light correction is done. Thus, this research uses 
thermal band from Landsat 7 and 8 imageries which 
record the surface temperature at the interval of 8 
days at 10 AM and 10:11 AM (± 15 minutes) 
respectively. The Landsat program consists of a series 
of satellite collecting imagery from 1970s and is 
administered by the United States Geological Survey. 
Each imagery set consists of a number of images 
showing individual band which records surface 
reflectance in the specified spectral range. For details 
on spatial, temporal and spectral resolutions of 
Landsat program, see [8]. 
Manteghi et. al, 2015 [9] in the meta analysis found 
that while the multiple studies confirmed the cooling 
effect of water bodies, the empirical relationship 
between the water body and degree of cooling is not 
clear. On the other hand, Nastran et. al (2018) [10] 

have found degree of cooling from green area to 
depend upon landscape features, but a clear empirical 
relationship has not emerged. This study thus uses the 
geometry of green-blue body and distance as key 
independent variables and tries to isolate their pure 
effect on ambient temperature using multiple 
regression.  
 
3.1 Data Processing 
Landsat 7 ETM+ (Band 6) for Feb 01/2002 and May 15/ 
2003 and Landsat 8 TIRS (Band 10) for May 18/2017, 
were acquired from USGS data portal. Note that for 
Landsat 8, band 10 was used instead of band 11 
despite closer correspondence with Landsat 7’s Band 
6 due to higher error rate caused due to stray light in 
band 11 [11]. All the sets of imagery were processed 
through Fast Line-of-Sight Atmospheric Analysis of 
Hypercubes (FLAASH) module in ENVI 5.3 to account 
for stray light and other atmospheric corrections. For 
detailed accuracy assessment of FLAASH and 
comparison with other modules see Nazeer et. al, 
2014 [12] which found the FLAASH to be most suitable 
model when the site was heterogeneous; with surface 
reflectance recorded by in-situ instrument and after 
correction Landsat imagery differing by 0 to 10%. 
Surface temperature data were derived by converting 
DN to At-Satellite Temperature using equation (1) in 
ENVI 5.3. Environment for Visualizing Images (ENVI) is 
a geospatial imagery processing software provided by 
Harris Geospatial Solutions. 

TAS = K2 / ln (K1/Ll +1)   (1) 
Where: 
TAS = at-satellite brightness temperature in degrees 
Kelvin 
K2 = Band-specific thermal conversion constant from 
the metadata  
K1 = Band-specific thermal conversion constant from 
the metadata  
          Ll = product of the Radiance formula 
 
The surface temperatures were then converted to air 
temperature using equation (2) developed by Malaret 
et al. 1995 [13]. Note that the conversion tends to 
produce an error, however with pre-processing 
prescribed by Kawashima et. al, 2000 [14], standard 
error tends to limited between 1.4 – 1.5° K.  
 

Ts = 219.972+0.5259* TAS    (2) 
Where: 
Ts = Air Temperature at 1.5 meter from satellite      
datum level. 
 
3.2 Data Analysis 
1.4° C was added to the 2003 data to account for the 
difference in weather condition reported by local 
meteorological station. Then, to establish that 
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difference in temperature pre and post project was 
statistically significant, paired two-sample t-test was 
performed. 2610 pixels, from the rough centreline of 
the river to 700 M on both sides were randomly 
selected for this test. 
Once the difference in temperature was found to be 
statistically significant, using ArcMap 10.2, buffers 
from 0 to 700 m at the interval of 30 m were created; 
parallel to the river centreline, on both sides. 5 
perpendicular lines were drawn at 300 meter interval, 
labelled as site A to E on the eastern side and site F to 
J on the western side of river and temperature were 
noted. Note that the temperature observations were 
average of 900 m2 area since the spatial resolution of 
Landsat 7 and 8 imagery is 30 by 30 m.  
 
4. RESULTS 
The results of paired two-sample t-test are shown in 
table 1, based upon: 

H0: μ2003 = μ2017  And  HA = μ2003 > μ2017 
 
Table 13: T-Test - Paired Two Sample for Means  

  Temp_2017 Temp_2003 

Mean 26.240 27.480 

Variance 0.517 0.714 

Observations 2613 2613 

Pearson Correlation 0.856 
 

Hypothesized Mean 
Difference 

0 
 

df 2612 
 

t Stat -145.155 
 

P(T<=t) one-tail 0 
 

t Critical one-tail 1.645 
 

P(T<=t) two-tail 0 
 

t Critical two-tail 1.960   

 
Since P value is less than 0.01, it is concluded that the 
mean air temperature was higher in 2003 as compared 
to 2017 (after taking into account prevailing weather 
condition). Note that the difference in mean in this 
table should not be considered as the expected impact 
of the green-blue project as it includes pixels from 
beyond the cooling range calculated in following 
sections.  
The variation in air temperature at 5 sites along the 
eastern and western shore has been shown in figure 5 
and 6 respectively. As specified before, the dominant 
wind flow direction during the measurement period is 
from west to east, i.e. figure 5 and 6 shows a typical 
condition in windward and leeward scenarios 
respectively. Note that the specified air temperatures 
are for the height of 1.1 to 1.7 meters from surface. 
This inconsistency arises due to the terrain and the 
curvature of the earth and the fixed datum level of the 
satellite. While it would be possible to homogenize the 
height using high resolution elevation model, this 

study has assumed air temperature to be static with 
respect to distance from the ground. 
 

 
Figure 5: Air Temperature w.r.t distance from river bank on 
eastern (windward) side. 
 

 
Figure 6: Air Temperature w.r.t distance from river bank on 
western (leeward) side. 

 
To verify that this variation in temperature was in fact 
due to the installation of Green-Blue infrastructure, it 
was necessary that temperatures before the project 
construction are obtained. Feb 01, 2002 was chosen as 
a suitable date for collecting baseline temperature due 
to similar weather service reported temperature 
(±0.2° C). The ‘cooled temperature’ is defined as 
average temperature from the shore till effective 
range and the range is defined as distance after which 
the variation is less than 1° C for the next 500 meters. 
The results of the comparison are shown in Table 2 and 
3 for eastern and western sides respectively.  
 
Table 14: Degree and range of cooling effect on eastern 
(windward) side 

Site Cooled  
Temp (°C) 

Baseline 
Temp (°C) 

Degree of 
Cooling 

effect (˚C) 

Range of 
Cooling 

Effect (M) 

A 26.94 30.84 3.9 360 
B 27.07 29. 77 2.7 330 
C 26.53 27.63 1.1 300 
D 26.40 28.7 2.3 270 
E 26.69 28.89 2.2 270 

 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

412 

Table 3: Degree and range of cooling effect on western 
(leeward) side 

Site Cooled  
Temp (°C) 

Baseline 
Temp (°C) 

Degree of 
Cooling 

effect (˚C) 

Range of 
Cooling 

Effect (M) 

F 27.60 29.9 2.3 210 
G 27.71 30.11 2.4 270 
H 27.70 29.4 1.7 300 
I 26.63 28.03 1.4 210 
J 27.56 29.66 2.1 270 

 
Using SAS 9.3, level-log multivariate regression 
analysis was conducted so as to derive equations 
which can form a rule of thumb when estimating the 
degree of impact of green-blue infrastructure. Level-
log regression was used over linear regression due to 
nature of the curve (decreasing slope along x axis) and 
consistent higher values of coefficient of 
determination. For depended variable Y and 
independent variable X, level-log regression 
coefficient (β1) is interpreted as; increase in X by 1% 
increase Y by β1/100 units of Y. 
 

For Degree of Cooling: 
Y1 = 0.212 + 0.527ln(X1) + 0.025ln(X2) - 0.227ln(X3) +   

0.462*Z (3) 
 

R2 = 0.76  
P = 0.013 
± 1.09°C at 95% Prediction Interval 
 
For Range of Cooling 

Y2 = 154.7 + 7.3ln(X1) + 1.3ln(X2) + 54.25*Z     (4) 
 

R2 = 0.69 
P = 0.009 
± 37.42 meter at 95% Prediction Interval 
 
Where,  
Y1: Degree of cooling (°C) 
Y2: Range of cooling (M) 
X1: Width of stream (M) 
X2: Width of green area (M) 
X3: Distance from bank (M) 
Z= Dummy variable for wind profile (0 for leeward, 1 
for windward) 
 
5. DISCUSSION 
Table 1 shows that for an area about the size of 2 km2, 
air temperature reduction was observed when green-
blue infrastructure was introduced into the urban 
fabric. Additionally, Figure 5 and 6 further strengthen 
the hypothesis that green-blue infrastructure has a 
significant impact in reducing air temperature and can 
be a viable tool for reducing UHI effect.  
However, it is observed that the impact is dependent 
on the wind flow regime with significantly less cooling 
on the leeward side. In the case of windward side 

(eastern shore in this case), air temperature was 
reduced by 1.1° C to 3.9° C with an average maximum 
range of 306 meters. On the leeward side, the 
reduction ranged between 1.7° C to 2.4° C with an 
average maximum range of 252 meters. Keeping the 
width of blue-green area constant, this translates into 
leeward sides, at the same distance from shore having 
an average of 0.46° C higher temperature. Additionally, 
the reduction in cooling range by 54 meters means 
that the reduced benefits are more spatially limited. A 
comparison of figure 5 and 6 also points out that on 
the leeward side, reduction in air temperature is 
concentrated around the shores and the temperature 
rises far more steeply as compared to the windward 
site.  
While the observed reduction in temperature is 
significant, in the sense of their impact on outdoor 
human comfort and energy consumption by buildings, 
the impact extends, on average, only 306 and 252 
meters for windward and leeward side respectively. 
This raises the question if the green-blue 
infrastructures, specifically linear ones, are 
economically feasible and land-use compatible for 
most cities as UHI control measures. None the less, 
equation (3) and (4) are handy expressions when 
trying to reduce the UHI effect at district level, 
especially in city centers where high concentration of 
paved surface and glass reflectance has been known to 
cause severe UHI and more benefits from limited 
range can be derived due to higher density of 
population and floor space. With planning stage design 
parameters, effective range and expected reduction in 
temperature can be calculated and design can be 
modified so as the results meet the expected 
outcomes. Since the results show that the effective 
reduction in temperatures varies with range, there is 
also scope for by-law modification in hotter climatic 
regions to promote more natural ventilation friendly 
buildings in the vicinity of green-blue infrastructure 
while mandating airtight structures in zones beyond 
effective range. 
 
6. LIMITATIONS AND CONCLUSION 
The research is a foundation for being able to 
numerically calculate the impact of various suggestive 
remedies of UHI. The paper considers both green-blue 
infrastructures combined and links expected range 
and temperature reduction, but failed to incorporate 
design aspects such as the difference in the elevation 
of water body, green field and built form, as in this 
case, shown in figure 4. Urban form is another 
important measure missing, with a growing literature 
suggesting that aggregated building forms at 
block/neighborhood level can have a significant 
impact on area’s microclimate. This is reflected in 
unexplained variances, indicating the absence of the 
other independent variable.  
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Stewart and Oke, 2012 [15] have developed a 
simplified but comprehensive classification of urban 
form for the measurement of microclimate. As more 
research is done in future to populate each class with 
microclimate data, inclusion of urban form in these 
UHI studies will be possible. Additionally, it is very 
important to recognize that the regression coefficients 
have been calculated for single weather condition and 
geophysical region. This would mean that the equation 
would need calibration for application in other areas 
which could be difficult if no similar intervention have 
been made in past two decades.  
None the less, the method enables planners and 
community on deciding effectiveness and cost vs. 
benefits when deliberating upon investing in such 
infrastructures.  
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ABSTRACT: In order to quantify the seasonal differences in the comfort temperature and to develop a domestic 
adaptive model for highly insulated Japanese dwellings, thermal measurements and a thermal comfort survey 
were conducted for more than one year in the living room of 3 condominiums in Tokyo and Yokohama areas of 
Japan. We have collected 19,081 thermal comfort votes from 94 residents of 69 flats. The results suggest that the 
residents are highly satisfied with the thermal environment of their dwellings. People are highly adapted to the 
thermal condition of the dwellings, and that the comfort temperature has large seasonal variation. An adaptive 
model for housing was derived from the data to relate the indoor comfort temperature to the prevailing outdoor 
temperature. Due to the high insulation of the condominiums, the seasonal differences of comfort temperature 
and the regression coefficient of the adaptive model are smaller than those of detached houses. Adaptive building 
design and adaptive thermal comfort of people are important for the energy saving building design.  
KEYWORDS: Japanese dwellings, Field survey, HEMS, Comfort temperature, Adaptive model 

 
 

1. INTRODUCTION 
The use of an adaptive approach to thermal comfort is 
important for sustainable building design. Firstly, 
buildings are adapted to the climate and culture. In 
traditional vernacular buildings, thermal insulation, 
shading and ventilation are good examples of the 
adapted building design [1]. Such passive building 
design needs to be applied in modern buildings. 
Secondly, people adapt to the outdoor and indoor 
climates. We need to provide adaptive opportunities 
in buildings to allow for their active thermal 
adjustments. So, how we design the building is directly 
related to adaptation and energy use in buildings. If 
adaptative actions are successful, we can save energy 
used in heating and cooling. In addition, about 10 % of 
heating energy used in winter can be saved by a 
reduction of 1K in indoor temperature [2].  
The variation of energy use and indoor air 
temperature is related to the insulation level of the 
building. Generally, the insulation level of the 
Japanese detached houses is lower than that of the 
condominium. In addition the detached houses stand 
individually, and thus the heat loss in winter and gain 
in summer are higher than that of the condominium. 
In the previous research focused in the ordinary 
Japanese detached houses, and clarified the seasonal 
comfort temperature and the adaptive model [3, 4]. 
However, it is not known whether the comfort 
temperature and adaptive actions are different in the 
condominium and the detached houses. The indoor air 
temperature might be more stable in the 
condominiums than in the detached houses, and so 

effect to the comfort temperature and the adaptive 
response of the inhabitants.  
In order to record seasonal differences in the comfort 
temperature and to develop a domestic adaptive 
model for HEMS condominiums, thermal monitoring 
and a thermal comfort survey were conducted in the 
living rooms in the Tokyo and Yokohama areas of 
Japan. 
 
2. FIELD INVESTIGATION 
The thermal comfort survey and thermal 
measurements were conducted in 3 condominiums in 
Tokyo and Yokohama areas of Japan from 2015 to 
2016 (Table 1). The indoor air temperature and the 
relative humidity were measured in the living rooms, 
away from direct sunlight, at 2 to 10 minute intervals 
using a data logger (Figure 1). These devices were 
installed in all flats [5, 6]. The accuracy of the sensor 
for air temperature measurement was not high (±2°C), 
and thus they were calibrated using high accuracy 
sensors (±0.3°C and ±0.5°C). Detailed calibration 
methods are given in previous research [7]. There 
were 46 male and 48 female subjects. Respondents 
completed a questionnaire (Table 2) several times a 
day in the living rooms.  
The ASHRAE scale is frequently used to evaluate the 
thermal sensation, but the words “warm” or “cool” 
imply comfort in Japanese, and thus the modified 
thermal sensation scale (mTSV) is used to evaluate the 
thermal sensation [8]. We have collected 19,081 
thermal comfort votes. Outdoor air temperature and 
relative humidity were obtained from the nearest 
meteorological station. 
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Table 1: Description of the thermal comfort survey.  
Area Bldg. 

code 

Survey 

period 

No. of  

family 

No. of male (M) and 

female (F) subjects 

No. of 

votes  
M F Total Living 

Yokohama G 2015/6/13~ 

2016/10/15 

7 4 4 8 1,211 

H 2015/6/6~ 

2016/8/18 

16 9 8 17 859 

Tokyo K 2015/9/9~ 

2016/10/31 

46 33 36 69 17,011 

Total 69 46 48 94 19,081 

 

 
Figure 1: Detail of the measurement and thermal comfort 
survey: (a) Instrument and (b) web survey image. 
 
Table 2: Scales for modified thermal sensation vote (mTSV) 
and thermal preference (TP). 

No. mTSV TP 

1 Very cold Much warmer 
2 Cold A bit warmer 
3 Slightly cold No change 
4 Neutral A bit cooler 
5 Slightly hot Much cooler 
6 Hot  
7 Very hot  

 
3. RESULTS AND DISCUSSION 
The data were divided into three groups: the FR mode 
(free running, no heating or cooling used), CL mode 
(during cooling by air conditioning) and HT mode 
(during heating). First we have determined that the CL 
and HT modes are based on actual cooling and heating 
used. Some in these categories used window opening 
to provide ventilation. All data that were in neither the 
CL or the HT mode were classified as being in the FR 
mode. The mixed mode (MX) includes all of these 
modes. 
 
3.1 Outdoor and indoor air temperature 
 Figure 2 and Table 3 show the seasonal mean indoor 
and outdoor air temperature. Seasonal variation is 
found in both indoor and outdoor air temperature. 
The Japanese government recommends an indoor 

temperature of 20 °C in winter and 28 °C in summer. 
The results showed that the mean indoor 
temperatures during heating and cooling were slightly 
lower than the recommendation. Figure 3 shows the 
relation between indoor (Ti) and outdoor air 
temperature (To). We have obtained the following 
equations.  
FR mode Ti=0.375To+16.8                  (1) 
(n=6,866, R2=0.75, S.E.=0.003, p<0.001) 
CL mode Ti=0.109To+24.3                  (2) 
(n=788, R2=0.11, S.E.=0.011, p<0.001)   
HT mode Ti=0.160To+18.5                  (3) 
(n=4230, R2=0.11, S.E.=0.007, p <0.001)  
n is number of sample, R2 is coefficient of 
determination, S.E. is standard error of the regression 
coefficient and p is significant level of regression 
coefficient. Due to the high thermal insulation of these 
condominiums, the regression coefficients is lower 
than the detached houses and condominiums 
(FR=0.587, CL=0.183 and 0.220) [4].  

 

 
Figure 2: Variation of indoor and outdoor air temp. 
 
Table 3: Indoor and outdoor air temp. 

Mode Items N To (°C) Ti (°C) 

Mean S.D. Mean S.D. 

FR Winter 1,659 7.8 4.3 19.4 1.7 

Spring 1,906 18.1 5.3 22.9 2.1 

Summer 1,748 23.7 3.2 26.4 1.2 

Autumn 1,553 17.3 5.2 23.8 2.7 

All 6,866 16.8 7.3 23.1 3.2 

CL All 788 27.4 3.6 27.3 1.2 

HT All 4,230 8.3 4.4 19.9 2.1 

N: Number of sample, To: Outdoor air temp., Ti: Indoor air temp., S.D.: 
Standard deviation 
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3.2 Thermal sensation vote 
Table 4 shows the percentage of each thermal 
sensation vote cast in each mode. Even when residents 
used the heating or cooling, they sometimes felt “cold” 
or “hot”. As there are a majority of “4 neutral” votes, 
it can be said that residents were generally satisfied in 
the thermal environment of the dwellings. This shows 
the adaptation of the residents to the local climate, 
buildings and culture. 
 
Table 4: Percentage of thermal sensation in each mode. 

Mod

e 

Item

s 

Thermal sensation Total 

1 2 3 4 5 6 7  

FR 
N 15 

19

5 

106

9 
9768 

124

4 

37

4 
24 

12,68

9 

P 
0.

1 
1.5 8.4 77 9.8 2.9 

0.

2 
100 

CL N 2 - 24 867 166 40 1 1,100 

P 
0.

2 
- 2.2 78.8 15.1 3.6 

0.

1 
100 

HT 
N 14 

12

8 
910 

4,12

9 
104 5 2 5,292 

P 
0.

3 
2.4 17.2 78 2 0.1 0 100 

N: Number of sample, P: Percentage (%) 

 
3.3 Thermal comfort zone 
The thermal comfort zone is considered to be votes 3, 
4 and 5 on the subjective scale. To locate the thermal 
comfort zone, Probit regression analysis was 
conducted for the thermal sensation vote (mTSV) 
categories and the temperature for FR mode. The 
analysis method is Ordinal regression using Probit as 
the link function and the temperature as the covariate. 
The results of the Probit analysis is shown in Table 5. 
The temperature corresponding to the median 
response (Probit = 0) is calculated by dividing the 
constant by regression coefficient. Thus, the mean 
temperature of the first equation will be 0.4/0.166 = 
2.4 °C (Table 5). The inverse of the Probit regression 
coefficient is the standard deviation of the cumulative 
Normal distribution. Thus, the standard deviation of 
air temperature of the FR mode will be 1/0.166 = 6.024 
°C (Table 5). These calculations are fully shown in Table 
5. Transforming the Probits using the following 
function into proportions gives the curves of Figure 4 
(a). The vertical axis is the proportion of votes. 
Probability = CDF.NORMAL (quant, mean, S.D.)  (4) 
where “CDF.NORMAL” is the Cumulative Distribution 
Function for the normal distribution, “quant” is the 
indoor air temperature (°C), the “mean” and “S.D.” are 
given in the Table 5. 
 
 
 
 
 
 
 
 

Table 5: Detail of the Probit analysis. 

 
The highest line is for category 1 (very cold) and so on 
successively. Thus, it can be seen that the 
temperatures for thermal neutrality (a probability of 
0.5) is around 25 °C (Figure 4 (a)). 
Reckoning the three central categories as representing 
thermal comfort, and transforming the Probits into 
proportions gives the bell-curve of Figure 4(b). The 
result is remarkable in two respects. The proportion of 
people comfortable at the optimum is very high, only 
just less that 100%, and the range over which 90% are 
comfortable is wide—from around 18 to 30 °C. This 
may be because people in their own dwellings are free 
to clothe themselves according to the room 
temperature, with fewer constraints that are apt to 
apply at work. 

 
3.4 Comfort temperature 
3.4.1 Regression method 
A regression analysis of the thermal sensation on 
indoor air temperature was conducted to estimate the 

Equation* Mean S.D. N R2 S.E. 

mTSV(≤1)=0.166Ti-0.4 2.4 6.024 6,872 0.13 0.006 

mTSV(≤2)=0.166Ti-1.5 9.0 
  

 
 

mTSV(≤3)=0.166Ti-2.3 13.9     

mTSV(≤4)=0.166Ti-5.1 30.7 
  

 
 

mTSV(≤5)=0.166Ti-6.0 36.1 
  

 
 

mTSV(≤6)=0.166Ti-7.4 44.6 
  

 
 

*: All regression coefficients are significant (P<0.001), mTSV(≤1) is the Probit of 

proportion of the votes that are 1 and less, mTSV(≤2) is the Probit of the 

proportion that are 2 and less, and so on., Ti: Indoor air temp. (°C), S.D.: Standard 

deviation, N: Number of sample, R2: Cox and Snell R2, S.E.: Standard error of the 

regression coefficient. 

 

 
Figure 4: Proportion of mTSV or comfortable for indoor air 
temp. 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

417 

comfort temperature (Figure 5). The following 
regression equations are obtained. 

FR mode  mTSV=0.066Ti+2.5                 (5) 

(n=6,872, R2=0.12, S.E.=0.002, p<0.001)  

CL mode  mTSV=0.054Ti+2.8                 (6) 

(n＝788, R2=0.01, S.E.=0.017, p<0.001)  

The equation for HT mode is not statistically significant. 
When the comfort temperature is estimated by 
substituting “4 neutral” in the equations, it would be 
22.7 °C in the FR mode and 22.2 °C in the CL mode. The 
comfort temperature is low in CL mode compared to 
mean indoor air temperature (Table 3). This might be 
due to the problem of using regression method in the 
presence of adaptive behaviour. Previous research has 
found it can be misleading when used to estimate the 
comfort temperature [3, 4]. So to avoid the problem 
the comfort temperature is estimated using the 
Griffiths method in next section. 

 

3.4.2 Griffiths method 
The comfort temperature is estimated by the Griffiths’ 
method [9-11].  

Tc = Ti + (4 - mTSV) / a                  (7) 

Tc is comfort temperature by Griffiths’ method (°C) and 
a is rate of change of thermal sensation with room 
temperature, or Griffiths constant [2, 11]. In applying 
the Griffiths’ method, Nicol et al. [10] and Humphreys 
et al. [11] investigated the effect of using various 
values for ‘a’ (0.25, 0.33 and 0.50). We have done the 
same for these data. The mean comfort temperature 
with each coefficient is similar (Table 6 and Figure 6), 
and if the mean value of TSV is close to 4 it matters 
little which of these three values is used. We choose 
the value 0.50 for further analysis. 

The mean comfort temperatures by the Griffiths’ 
method is 23.0 °C in FR mode, 26.8 °C in CL mode and 
20.2 °C in HT mode (Table 6, Figure 6). The correlation 
between the comfort temperature and indoor air 
temperature is high in FR mode (Figure 7), showing 

that fundamentally the people had adapted to a large 
extent to the temperatures that were provided.  
 
 
Table 6: Comfort temperature by regression coefficients 

 

 

Figure 6: Comfort temperature by Griffiths’ method. 

 
Figure 7: Comfort and indoor air temperatures. 

 
3.4.3 Seasonal difference in comfort temperature 
In this section, to clarify the seasonal difference, the 
comfort temperature for each month and season is 
investigated. The results showed that the comfort 
temperature changes according to the season (Figure 

C
o

m
fo

rt
 t

e
m

p
. 

(o
C

)

 
Figure 5: Relation between the thermal sensation and indoor air temperature. 

 

Mode Regression coefficient Comfort temp. (°C) 
 Mean S.D. 

FR (N=6,872) 0.25 22.9 3.2 
0.33 23.0 3.0 
0.50 23.0 3.0 

CL (N=788) 0.25 26.3 2.4 
0.33 26.5 1.9 
0.50 26.8 1.5 

HT (N=4231) 0.25 20.6 2.8 
0.33 20.4 2.5 
0.50 20.2 2.3 

N: Number of sample, S.D.: Standard deviation 
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8), and this may be related to the changes in indoor 
and outdoor air temperature (Figure 9). As shown in 
the Figure 8 and Table 7, the seasonal difference of the 
mean comfort temperature in FR mode for this study 
is 5.8 K which is lower than the detached houses (10.5K) 
or detached houses and condominium (9.4K) [3, 4]. 
This might be related to the high thermal insulation of 
the condominiums. In summer, the mean comfort 
temperature in the CL mode of this study is 0.3K lower 
than the detached houses (Table 7). In winter, the 
mean comfort temperature in the HT mode of this 
study is 1.9K higher than the detached houses (Table 
7) which might be possible due to high thermal 
insulation of the condominium. The indoor 
temperature and the comfort temperature vary 
systematically with the outdoor air temperature 
(Figure 9).  

 

Figure 8: Seasonal variation of comfort temperature with 95 
% confidence intervals (mean 2±S.E.). 
 

 
Figure 9: Monthly mean temperatures with 95% confidence 
intervals (mean 2±S.E.). 
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Figure 10: The adaptive model for each mode. 95% data points are within the band.  

 
Table 8: Comparison of adaptive model with previous studies.  

References Location Building Mode Equation* n R2 S.E. 
This study Japan Condominium FR Tc=0.374Trm+16.8 6,872 0.67 0.003 
   CL Tc=0.163Trm+22.5 788 0.05 0.027 
   HT Tc=0.311Trm+17.7 4,231 0.14 0.012 
   CL&HT Tc=0.360Trm+17.3 5,019 0.60 0.004 
   All Tc=0.369Trm+17.1 11,891 0.66 0.002 
Rijal et al. [3] Japan Detached  FR Tci=0.531Trm+12.5 13,471 0.68 0.003 
   CL Tci=0.297Trm+18.8 1,955 0.06 0.026 
   HT Tci=0.307Trm+16.5 5,240 0.11 0.012 
Rijal et al. [4] Japan Detached & condominium FR Tci=0.480Trm+14.4 25,177 0.70 0.002 
   CL Tci=0.180Trm+22.1 6,528 0.02 0.014 
   HT Tci=0.193Trm+18.3 3,582 0.05 0.014 
   All Tci=0.432Trm+15.4 35,287 0.68 0.002 
Rijal et al. [8] Japan Offices FR Tcg=0.206Trm+20.8 422 0.42 0.012 

 CL&HT Tci=0.065Trm+23.9 4,236 0.10 0.003 
Humphreys [12] Worldwide All types FR Tc=0.534Tom+11.9 - 0.97 - 
ASHRAE [13] Worldwide Offices NV Tc=0.31Tom+17.8 - - - 
CIBSE [14] Europe Offices CL&HT Tc=0.09Trm+22.6 - - - 
CEN [15] Europe Offices FR Tc=0.33Trm+18.8 - - - 
*: Regression coefficient of this research is statistically significant (p<0.001), n: Number of sample, R2: Coefficient of determination, S.E.: Standard error of the 
regression coefficient (°C), FR: Free running, CL: Cooling, HT: Hearing, NV: Naturally ventilated, Tc: Comfort temp. (°C), Tci: Indoor comfort air temp. (°C), Tcg: 
Indoor comfort globe temp. (°C), Trm: Daily running mean outdoor air temp. (°C), Tom: Monthly mean outdoor air temp. (°C). 
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Table 7: Seasonal differences of the comfort temperature 
Study Mode Mean comfort temperature (°C) Seasonal 

diff. (K) Winter Spring Summer Autumn 

This study  FR 19.8 22.9 25.6 23.8 5.8 

CL - *** 26.8 26.8 0 

HT 20.1 20.3 - 22.6 2.5 

Rijal et al. 

[3]* 

FR 15.6 20.7 26.1 23.6 10.5 

CL - *** 27.1 27.5 0.4 

HT 18.2 19.3 - 20.6 2.4 

Rijal et al. 

[4]** 

FR 17.6 21.6 27.0 23.9 9.4 

CL - 25.2 27.1 26.7 1.9 

HT 19.5 20.9 - 20.4 1.4 

*: Japanese detached houses, **: Japanese detached houses & condominiums, ***: 

Less than 5 sample is excluded. 

 
 
3.5 The adaptive model 
An adaptive model relates the indoor comfort 
temperature to the outdoor air temperature [12 -15]. 
Figure 10 shows the relation between the comfort 
temperature calculated by the Griffiths’ method and 
the daily running mean outdoor temperature (Trm). The 
regression equations are compared with other studies 
in Table 8.  
The regression coefficient and the correlation 
coefficient in the FR mode are higher than in the CL 
and HT modes (Table 8). The regression coefficient in 
the FR mode (0.374) is higher than that in the CEN 
standard (0.33). The regression coefficient in the CL or 
HT or HT&CL mode is also higher than that in the CIBSE 
guide (0.09). The CEN standard or CIBSE guide is based 
on the field investigation in the office buildings, and 
therefore may not apply to dwellings, where residents 
have more freedom to adapt. It is interesting to note 
that the regression coefficient of HT&CL and MX mode 
is almost same.  
Figure 11 shows the comparison of the adaptive model 
for FR mode with previous studies. The regression 
slope of this study (0.374) is shallower than the 
detached houses (0.531) or detached houses and 
condominium (0.480). 

 
Figure 11: Comparison of the adaptive models in dwelling 
and office buildings in FR mode. 
 

4. CONCLUSIONS 
A thermal comfort survey of the residents of the Tokyo 
and Yokohama areas of Japan was conducted in living 

rooms of the condominiums. The following results 
were found: 
The residents were highly satisfied with the thermal 
environment of their dwellings, as indicated by the 
high proportion of ‘neutral’ responses. 
The seasonal difference in comfort indoor 
temperature was 5.8 K which was lower than that of 
the detached houses. 
Due to the highly insulated condominiums, the 
regression coefficient of the adaptive model (comfort 
temperature and running mean outdoor air 
temperature) (0.374) is lower than that of detached 
houses (0.531).  
A known adaptive relation between the comfort 
temperature indoors and the outdoor air temperature 
can be a tool for predicting comfort temperature and 
for informing control strategies. 
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ABSTRACT: The building footprint is likely to increase five-fold by 2030. These buildings consume a large chunk of 
energy in the form of electricity for running systems like air conditioning, artificial lighting, and equipment to name 
a few. The energy consumption in the building sector can be decreased. This can be done by carrying out building 
performance evaluation studies, which will help in understanding the energy losses inside a building. This research 
focuses on developing an affordable monitoring and sensing system for building performance evaluation studies. 
Different hardware and software platforms are explored, and the component selection was done after 
comparative analysis based on various aspects. The aspects considered for selection include: specifications, the 
ease of use, cost, and complexity of the system. The expected outcome is a methodology tailored for custom needs 
of the user, and a prototype for building performance evaluation studies. 
KEYWORDS: Wireless sensor networks, Building performance evaluation, Affordable, Open source, Sensors, Data 
collection, Indoor environment, Arduino 

 
 

1. INTRODUCTION  
In India, as of 2010, the building footprint was 
projected to increase by about 2.3 billion square 
meters by 2030. The buildings consume 33% of the 
total energy, and it is increasing at 8% per annum [1]. 
Energy efficient buildings are of vital importance for all 
future construction in India. According to recent 
studies, there has been an increase in the number of 
certified buildings in India. However, less effort is 
made to make sure these buildings deliver the 
performance as promised. 
Therefore, to conserve energy, improve and to 
evaluate the building performance, a thorough 
evaluation and feedback is essential. Other than that, 
monitoring of energy use and indoor environmental 
conditions is also important. 
The energy performance of a building can be 
demonstrated by building performance evaluation. 
Research shows that the performance of a building is 
not the same as the intended performance. To reduce 
this gap between the intended performance and the 
actual performance of buildings, building performance 
evaluation is essential. Learn-BPE is a collaborative 
project between CEPT University and Oxford Brookes 
University which aims to develop new knowledge, 
tools, and skills amongst researchers, postgraduate 
students and practitioners of engineering and 
architecture, to evaluate the actual performance of 
(green) buildings from a technical and occupant 
perspective [2]. Proper measurement and verification 
help in measuring the economic and environmental 
benefits of energy efficient projects in a cost-effective 
manner.  
The Open Source Data Logger (OPENSDL) developed 
through this research was compared against a HOBO 

U12-012 data logger. The commercially available 
counterpart system can measure 3 parameters- 
temperature, RH, and illuminance, and has one 
external channel for other sensor types. A different 
sensing device would be required for measurement of 
any other parameter. A HOBO U12-012 costs ₹14,794 
($212), whereas the OPENSDL costs ₹4,605 ($66), 
which is one-third the price of the commercial 
counterpart. 
Arduino has been often used by several researchers 
for developing custom environmental monitoring 
systems due to its ease of use, low cost, ease of 
integration, and open-source hardware and software. 
Thus, it is the best viable option to select an Arduino 
based microcontroller unit for prototyping a system. 
Different sensor options were explored in different 
research studies, but a new set of sensors were 
selected for BPE studies.  
Along with Arduino, the XBEE is the most commonly 
used wireless networking module due to its low cost, 
low power consumption, easy integration with 
Arduino and an effective communication range for BPE 
studies. But a different wireless module was used for 
the development of OPENSDL system for its low cost, 
low power consumption, and small size. 
The aim of this study is to find an affordable path for 
doing field measurements for BPE within budget while 
still maintaining the necessary accuracy and precision 
of the devices that meet the scientific goals of the 
research. This paper proposes a methodology and a 
prototype using open source software and hardware. 
It can be used for creating a wireless sensing network 
which is customizable and affordable. The proposed 
device is limited to measurement of air temperature, 
relative humidity, and illuminance levels. The goal of 
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the study was to develop a platform for sensor and 
data logger development that had the following 
features: 
Affordable (cheaper than commercial counterpart), 
Developed using open-source HW/SW, 
Easy to build for a novice user, 
Extensible to multiple sensor types, 
Accurate and precise for BPE studies, 
Data storage and timekeeping feature, 
Live stream data that can be seen online. 
 
2. METHODOLOGY 
Identifying the intent of monitoring of environmental 
parameters is crucial, and this methodology can be 
customized as per needs. The methodology for 
developing the system is divided in following steps- 
 
2.1 Accuracy and Precision requirements 
Before developing the OPENSDL system, accuracy and 
precision required for BPE studies were explored. The 
Learn-BPE measurement protocol [3], developed by 
Oxford Brookes University, has some recommended 
levels of resolution and accuracy for logging and 
monitoring of indoor environmental parameters. This 
helped in deciding the specifications of the sensors 
that were suitable for this study.  
Other standards like the International Performance 
Measurement and Verification Protocol (IPMVP) and 
ASHRAE Standard-55 [4,5] were referred. ASHRAE 
Standard-55 focuses mainly on thermal comfort 
studies and provides recommendations suitable for 
the same. Similarly, Learn-BPE measurement protocol 
was used for this study as it focuses more on BPE 
studies. Also, IPMVP provided a generic methodology 
and different recommendations related to 
specifications and placement of loggers, and other 
important criteria for monitoring purposes. The 
comparison of each of them is given in Table 1. 
 
Table 15 Specifications as per different standards and 

measurement protocols 

 
2.2 The OPENSDL platform 
This section describes the various open source 
hardware components, which include the 
microcontroller, data storage, real-time clock, wireless 
module, and sensors. The various aspects for selecting 

the components were: ease of use, complexity of the 
system, cost and reliability. 
 
2.2.1 Microcontroller (MCU) 
The hardware and software of the OPENSDL are based 
on the Arduino platform, which is open source. There 
were several options in selecting the platform, and a 
comparative analysis was done to choose the most 
suited MCU for this system. Apart from the above-
mentioned aspects, the system specifications were 
also explored. The specifications of each of the MCU 
products are given in Table 2. 
The system had to be connected to multiple sensors, 
read the sensor values, transmit those values to the 
Internet and lastly store them on an SD card. It does 
not require any processing of data. Thus, an MCU with 
a clock speed of as low as 16MHz was adequate. The 
communication protocol used for this project was I2C 
(Inter-Integrated Circuit), which does not require 
many general-purpose input-output pins. The RAM 
(Random Access Memory), stores the machine code 
used to run the controller. Apart from that, some of 
the sensor values can be stored in the RAM 
temporarily before writing them to SD card to save 
battery. Thus, larger RAM would help in this project. 
Arduino Uno has the least RAM; thus, the program 
must be as short as possible to keep space for storage. 
Apart from the technical aspects, the cost is one of the 
major selection criteria. 
 
Table 16 Comparative analysis of different microcontrollers 

 
2.2.2 Sensors 
As multiple sensors were to be connected to one MCU, 
I2C protocol for communication was chosen. This 
protocol allows multiple slave-type chips to be 
connected with one or more master-type chips. 
Another alternative was to use a serial peripheral 
interface (SPI) connection. The SPI connection needs 

Parameter Standard 
Tem
p (˚C) 

RH 
(%) 

Light 
(lx) 

Measuremen
t Range 

ASHRAE - 
55 

10 – 
40 

25 to 
95 

-- 

Accuracy 

ASHRAE– 
55 

± 0.2 ± 5  -- 

IPMVP ±0.25 ± 5  -- 

Learn - BPE ± 0.5 ± 10  ± 0.5  

Resolution Learn - BPE 0.1 1  

 Arduino 

Uno 

Raspberry 

Pi Zero W 

Teensy 

3.2 

Nodemcu 

Esp8266 

 
    

Clock 

Speed 

16 MHz 1 GHz 72 MHz 80 MHz 

Operating 

Voltage 

7V – 12V 4.75V – 

5.25V 

1.7V – 

3.6V 

2.5V – 

3.6V 

Input/ 

Output 

Pins 

20 40 34 17 

RAM 2 KB 512 MB 64 KB 50 KB 

Flash 

Memory 

32 KB -- 256 KB 512 KB 

Cost (INR) ₹ 450 ₹ 885 ₹ 2,162 ₹ 350 

Cost (USD) $ 7 $ 13 $ 32 $ 5 
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more number of signal lines, whereas the I2C protocol 
needs only two pins, which is why I2C was preferred.  
Different temperature and RH sensors were compared 
to select the most appropriate sensor. The comparison 
was done in terms of aspects like accuracy, precision, 
measurement range, response time, and cost. The 
BME-280 temperature and RH sensor by Bosch was 
chosen for its accuracy and precision and a fast 
response time at a reasonable cost. The DHT-22 
appeared to be a great option but it was found to be 
unreliable [6]. Also, this chip provides both the 
temperature and RH sensors on the same printed 
circuit board (PCB), which helps in packaging, and 
limits the hassle of extra pins/wires required to 
connect temperature and RH sensor separately. The 
specifications of BME-280 are given in Table 3. 
 
Table 17 Specifications of BME-280 sensor 

Parameter (T & RH) BME-280 

Accuracy ±0.5 & ±3% 

Precision 0.01 & 0.01% 

Measurement Range -40 to 85 & 0 to 100% 

Response Time 1 second 

Cost (INR & USD) ₹ 560 ($ 8.25) 

 
Similarly, a comparative analysis was done for the 
illuminance sensor. The light dependent resistors (LDR) 
type photoresistors are used in a variety of 
applications, where dark and light conditions have to 
be observed. However, they are not good for 
measuring the exact light intensity. The TSL2561 was 
chosen over any other type as it is more sensitive and 
accurate. It also provides more precise lux calculations 
by measuring both infrared and full visible spectrum of 
light, thus giving a wider range of wavelength. This 
wider analysis of wavelength of light approximates the 
response of the human eye, resulting in accurate 
measurements as compared to conventional LDR. 
 
2.2.3 Data storage & real-time clock 
Separate real-time clock and storage breakout boards 
were also available, but for ease of packaging and 
fabricating the system, a data logger shield was 
preferred. The clock on the shield was DS1307, which 
was considered accurate for data logging purposes. 
The internal processor clock on the Arduino was tested 
for reliability and it was observed during the test that 
the Arduino is capable of timekeeping, however, it was 
not very accurate, and it lags the actual time. Hence, a 
separate clock on data logger shield was preferred. So, 
even when the power goes off for the Arduino, the 
clock on the board would still work. Thus, it made the 
OPENSDL more self-reliable. 
 
2.2.4 Wireless Module 

A few wireless modules for extracting data from 
sensors at different floors was explored. An ESP-01 Wi-
Fi module and an XBEE chip were the two options for 
wireless data transfer. The ESP-01 is available at one-
fifth the cost of the XBEE chip ($3 and $15 respectively). 
The ESP-01 was chosen for its lower cost, low power 
consumption, and commonly used Wi-Fi protocol. The 
OPENSDL was developed to work either on SD card 
data storage or on wireless connectivity. It can be 
developed further to work on both modes 
simultaneously. 
 
2.3 Monitoring plan 
A monitoring plan was made in which the location of 
the sensors was decided. It was a crucial aspect as the 
number of sensors per system was decided after 
preparing a building monitoring plan. The number of 
sensor nodes required was dependent on this. The 
considerations done while developing building 
monitoring plan are discussed in data gathering 
methods. 
 
2.4 Fabrication  
After completing the selection of all the components, 
the tasks of MCU programming and overall device 
fabrication was done. The packaging also helped in 
shielding the system from electromagnetic radiations 
from other electronic devices, which can hinder the 
performance of the OPENSDL units.  
Operationally, a peripheral connector panel was 
developed to connect the sensors with the Arduino. 
Wires coming from the SCL and SDA pins are soldered 
on a vector board, and these solder joints are further 
connected to multiple four-contact 4P4C female 
(telephone-style connector) sockets. The vector board 
has multiple 4P4C plugs soldered onto it. The sensors 
require a total of 4 pins, two for I2C communication 
(SDA & SCL), and two for power (3.3V & GND), and the 
four-contact 4P4C plug has 4 pins for connection. A 
similar connection was made with the 4P4C female 
plug and the 4 wires of the sensor. 
A 3-D printed casing for the sensors was developed 
using Polyactic Acid (PLA) material. A rectangular 
opening was created in the casing for temperature, RH 
sensor, where the 4P4C connector would fit in snugly. 
At the top of this sensor case, some perforations were 
provided so that the air can circulate inside the casing 
for accurate measurements.  
Similarly, a casing for the illuminance sensor was 
developed with PLA material. A circular acrylic 
transparent watch cover was used for covering the 
light sensor to protect it from dirt and dust. 
The casing for MCU was developed by laser cutting a 
medium density fibreboard (MDF). A 3D printed MCU 
case required 6 hours of 3D printing, whereas a case 
developed by laser cutting took less time (about half 
an hour) for cutting the entire sheet of A2 size, hence 
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MCU case was laser cut. Table 4 shows 3D and actual 
models. 
 
Table 18 Different casing for sensors and microcontrollers 

Component Model Real 

Temperature 

and RH casing 

  

Illuminance 

sensor casing 

  

Micro-

controller 

casing 

  

 
2.5 Programming 
The program used consists of different pieces of codes 
put together. Different pieces of programs were used 
for programming the temperature & RH sensor 
(BME280), the illuminance sensor (TSL2561), the data 
logging and time keeping shield (data logger shield), 
the Wi-Fi chip (ESP-01), etc. These all different 
programs are freely available online and were 
customized.  
The different program was used for different modes of 
the OPENSDL units; the wireless mode and the local 
storage mode. The complete program for both the 
modes are available on the GitHub page. 
 
2.6 Calibration 
The process of calibration was a crucial matter. The 
accuracy of the OPENSDL could be verified only after 
the calibration process. The temperature and RH 
calibration were performed in NABL (National 
Accreditation Board for Testing and Calibration 
Laboratories) accredited laboratory. The system was 
calibrated by analyzing the deviation in the OPENSDL 
and comparing it with the reference measurements.  
The calibration services for this project was provided 
by a local calibration company. A temperature-
controlled calibration chamber was used for 
calibrating the sensors for temperature values. A Testo 
735 calibrated temperature sensor with an accuracy of 
0.2˚C was used as a reference thermometer. A 
Rotronic RH sensor with an accuracy of 1.5% was used 
as a reference hygrometer, and the BME280 was 
calibrated against this in an Indeecon RH control 
chamber.  

The BME280 was calibrated by using multiple 
calibration points: 10˚C, 20 ˚C, 30 ˚C, 40 ˚C, and 25%, 
50%, 70% for RH. These calibration values were chosen 
as they lie within the environmental conditions where 
the sensors were to be used. When the specified 
temperature and RH values were reached, the time 
was noted. This time stamp helped in identifying the 
temperature and RH values of the BME280 sensor.  
The illuminance sensor was compared against a Testo 
540 Light Intensity meter which comes with a 
certificate of conformity from National Metrology 
Institute of Germany (PTB). This equipment, being 
factory calibrated, was used to compare the lux levels 
with the TSL2560 sensors. A box with black surfaces 
and a light source was used for comparing the lux 
levels. The distance between the light source and the 
sensor was varied- 0.5m, 0.6m, 0.7m, and 0.8m. In this 
box, the illuminance levels were measured with both- 
the sensor and the Testo equipment. 
 
Table 19 Measured temperature readings from one of the 
sensors and a reference temperature sensor 

Temperature from 
sensor 4 (oC) 

Temperature from 
Master Sensor - (oC) 

40.2 39.8 

30.7 30.2 

21.5 20.1 

11.8 9.9 

 
On plotting the data from Table 5 for temperature 
values, we get the results for temperature sensor 4 as 
shown in Figure 1. An R2 ≥ 0.999 indicates that the 
relation between both the sensor readings is linear, 
and hence, the equation- y=1.0501x–2.6965 was used 
in the program. Same steps were followed for other 
sensors. 
 

 
Figure 1 Correlation of OPENSDL sensor 4 and master sensor 
 

3. DATA GATHERING METHODS 
While performing the field test, there are some 
aspects which were considered. These help in deciding 
the location of the sensors.  These includes: 
Location of sensors 
Occupant density 
Number of floors 
Location of HVAC indoor units 
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The data collection frequency (continuous or periodic) 
was determined by the variability in the readings of 
the measured parameters, the monitoring intent. 
Appropriate standards like ANSI/ASHRAE-55 and 
IPMVP were referred for data collection methods. 
Some limitations apply to these standards to avoid 
tampering of the sensors inside the building. 
Two sensors were placed on each floor where one 
temperature and RH sensor were placed on typical 
space for each floor, and another sensor was placed on 
the sitting space just under the HVAC indoor unit to 
understand the impact of the AC unit on that specific 
seating. The illuminance sensors were placed on the 
ground, first and second floors only. So, the points in 
the space with the lowest daylight levels were 
considered for monitoring of illuminance levels. While 
monitoring the building, HOBO data loggers were 
deployed along with the OPENSDL units for comparing 
the data. The loggers were placed at inaccessible 
locations for security reasons. As the main purpose of 
monitoring was just comparing the data against HOBO 
U12-012 data logger, the location of sensors was not a 
major concern apart from security. No OPENSDL units 
were placed outside the building as they were 
fabricated for indoor usage.  
 
4. FIELD TESTING 
The developed system was deployed in the University 
library building for field testing and performance 
validation. The area of the building was approximately 
1500 sq.m. The building has 6 floors: 3 floors above 
ground, and 3 basement floors.  
Figure 2 and 3 show the average hourly data from 
OPENSDL and HOBO data logger for temperature, RH 
and illuminance measurements at each floor. The 
graphs have a similar pattern, indicating that the 
sensors are observing the same temperature 
variations, but with some margin of error. The 
maximum deviation observed in temperature 
measurements was of 2˚C and 3% for RH. This 
deviation for RH is acceptable, as the OPENSDL RH 
sensor has an accuracy of ±3%, whereas the 
temperature varied by about 2˚C, which is not 
acceptable.  
It should be noted that the HOBO data loggers were 
not checked for calibration and maybe not be 
calibrated for temperature measurements, whereas 
the OPENSDL sensors were calibrated by using the 
NABL accredited reference sensors in controlled 
conditions. The graphs shown below for temperature 
and RH have some lines interrupting in the middle of 
the timeline. This is due to the on-site OPENSDL 
installation problems, which were troubleshoot later 
while inspecting these loggers. Two OPENSDL systems 
stopped working due to technical glitches. 

 

 

 
 
Figure 2 Average hourly data from OPENSDL and HOBO data 
loggers for all floors (T & RH) 

 

 
Figure 3 Average hourly data from OPENSDL and HOBO data 
loggers for all floors (Illuminance) 

 
5. COSTING 
The cost breakdown of the OPENSDL is given below in 
Table 6. This cost is for the developed system with only 
3 sensors- temperature, relative humidity sensor, and 
one illuminance sensor. This is the same configuration 
as of the HOBO U12-012 data logger, which also comes 
with temperature and relative humidity sensor, and 
illuminance sensor. All the comparisons, including 
costs, are made with this specific HOBO model only.  
While doing this project, a stipend of ₹100/hour 
($1.4/hr) was paid. About 67 hours were spent 
working on the fabrication and packaging of the whole 
system. If we divide 67 by 5 (as 5 OPENSDL were 
developed), one OPENSDL takes about 13.4 hours for 
fabrication, which leads to a labor amount of ₹1,340 
($19).  
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The calibration was done by a professional company, 
hence the charges for the same are included in the 
estimate. A total budget of ₹8,000 ($114) was allotted 
from the Learn-BPE project for development of 
multiple OPENSDL units, and it was developed well 
within the budget. 
 
 
 
 
Table 20 Cost estimation of OPENSDL unit with HOBO U12-
012 like configuration 

Component Quantit

y 

Price 

per 

unit 

Cost 

(INR) 

Cost 

(USD

) 

T & RH Sensor 

(BME280) 

1 560 560 8 

Illuminance 

sensor (TSL 2561) 

1 450 450 6.45 

Arduino Uno MCU 1 450 450 6.45 

Data logger shield 1 350 350 5 

Vector board 1 15 15 0.2 

RJ-9 female 

connector 

2 20 40 0.6 

3D printing 

(Sensor case) 

2 100 200 2.9 

Laser Cutting 

(MCU) 

1 200 200 2.9 

Calibration 1 500 500 7.2 

Wire 2 10 20 0.3 

RJ-9 male 

connector 

2 5 10 0.15 

Battery holder 1 150 150 2.15 

Batteries 8 40 320 4.6 

Labour 13.4 hrs 100 1340 19.2 

Total 4,605 66 

 
6. CONCLUSION 
The outcome of this research is a design, methodology 
and a prototype for developing a low-cost 
measurement system. This system is capable of 
measuring temperature, RH, and illuminance. This 
methodology can be used by various stakeholders like 
owners, architects, consultants, energy analysts, 
researchers, students etc. for study of environmental 
parameters inside a building. 
The results from the field testing after the deployment 
of OPENSDL with the commercial counterpart 
demonstrate that the OPENSDL has the basic 
functionality but needs further improvements. This 
includes improving the solder joints on the custom 
shield, the casing design, the loose connectors, and the 
custom shield developed could be made into a printed 
circuit board (PCB). After all these mentioned 

refinements, the device will become more reliable and 
can be used for building monitoring applications. 
Other parameters of measurement like CO2, wind 
speed, noise, power metering, etc. can be integrated 
into the OPENSDL unit, thus expanding the usability 
and functionality of the system, making it more 
suitable for BPE studies. The unit as tested is 
affordable, but not reliable for BPE studies. Although it 
can still be used for educational, and training purposes. 
The illuminance sensor of the OPENSDL needs proper 
calibration in controlled conditions. 
The unique selling point of the OPENSDL was that it is 
based on an open-source platform, which is 
customisable, and inexpensive. The OPENSDL unit as 
compared to HOBO U12-012 data logger and is 69% 
cheaper. As the system developed is based on an 
open-source platform, it provides a huge possibility for 
upgrading and customizing the hardware and software 
of the system tailored for different applications. A DIY 
and other project details can be found on this GitHub 
page (https://github.com/arihant93/OPENSDL). 
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ABSTRACT: Most studies on indoor environments and productivity have been conducted in controlled, static 
conditions often not representative of the real world. This paper uses a case study-based, real-world approach to 
empirically investigate the relationship between the indoor environment and workplace productivity in a 
mechanically-ventilated office environment in southern England. Evidence gathered during a baseline period is 
used to implement an intervention (limiting peak temperature) with the aim of improving productivity. 
Environmental parameters (temperature, relative humidity and CO₂) were monitored continuously. Transverse 
and longitudinal surveys recorded occupant perceptions of their working environments, thermal comfort and self-
reported productivity, while performance tasks objectively measured productivity. Although the building was 
operating within narrow temperature, RH and CO₂ bands, workplace productivity was perceived to decrease when 
occupants were thermally uncomfortable and when they perceived the air as stuffy. Correlations with perceived 
changes in productivity were stronger for the perceived environment than for the measured environmental 
conditions. In addition, median scores were 16% lower for tests conducted when CO₂ levels were in the 1000-
1200ppm range compared to those conducted below 800ppm. Insights from the study can be used to optimise 
indoor office environments to improve staff productivity. 
KEYWORDS: Productivity, office, survey, indoor environment, comfort 

 
 

1. INTRODUCTION  
Productivity in the workplace has become a major 
concern, particularly in the UK where research 
suggests UK productivity is around 16% lower than the 
G7 average [1]. Improvements in the working 
environment could reduce this deficit by around 3% [2] 
- hugely significant in financial terms.  
This paper uses a case study-based real-world 
approach to empirically investigate the link between 
indoor environment and workplace productivity in a 
mechanically-ventilated office environment in 
southern England. It uses a baseline (observation) and 
intervention approach, where a range of 
environmental parameters (indoor air temperature, 
relative humidity (RH) and CO₂ levels) are monitored 
continuously, alongside outdoor temperature and RH 
for six months (March-August 2017) in the baseline  
period and for one month (October-November 2017) 
in the intervention period. During these two periods, 
longitudinal online surveys record occupant 
perceptions of their working environment, thermal 
comfort and self-reported productivity, while 
performance tasks are designed to objectively 
measure productivity. In addition, a transverse 
Building Use Studies (BUS) survey [3] was conducted in 
April 2017 to gather occupants’ perception of their 
working environment. 
 

2. EVIDENCE TO DATE 
CEN standard EN15251 acknowledges that the indoor 
environment affects occupant productivity, health and 
comfort [4] and limits were therefore set to optimise 
performance. Negative factors related to productivity 
(e.g. temperatures or CO₂ concentrations being too 
high) were often more obvious than positive factors 
(i.e. finding the optimal environment to increase 
productivity). Studies have therefore sought to 
understand these relationships more fully, although 
many of these have been conducted in controlled, 
static conditions which minimise or eliminate the 
myriad of potential influencing factors present in 
dynamic real world offices.  
The effect of temperature on health and comfort has 
been widely researched and it is broadly recognised as 
an important indoor environment factor. The 
recommended limits for Category II mechanically 
ventilated office buildings are 20-26 °C, implying that 
within this range there is no direct risk to occupants’ 
health and comfort. Tham [5] found that indoor 
temperature significantly influences workers’ 
productivity, and Fang et al. [6] identified a link 
between temperature, RH and performance at 
different ventilation rates. Lan et al. [7] found that 
performance decreased in warmer conditions, but the 
results from the study imply that optimum thermal 
comfort and optimum productivity may not occur at 
the same temperatures – a finding supported by 
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others [8]. Seppänen et al’s meta-analysis [9] suggests 
the temperature range for optimum performance is 
close to the optimum range for comfort, particularly 
for mechanically ventilated buildings in winter.  
An indoor CO₂ concentration upper limit of 1500 ppm 
is specified for office spaces in order to maintain 
comfort air quality. In studies by Allen et al. [10], Satish 
et al. [11] and Kajtar et al. [12], performance was 
found to decrease as CO₂ concentration was increased. 
These studies indicate every-day CO₂ levels within the 
current recommended standards can have significant 
negative impacts on worker performance. 
Innovate UK’s national research programme on 
building performance evaluation (BPE) undertook case 
study investigations of 50 low energy non-domestic 
buildings located across the UK. Meta-analysis of the 
occupant surveys showed 12 out of 21 workspaces 
reporting an increase in perceived productivity due to 
the environmental conditions perceived by the 
occupants [13]. When occupants were satisfied with 
the indoor temperature, noise and lighting, perceived 
productivity increased; conversely, when indoor air 
was perceived as stuffy and smelly, perceived 
productivity decreased.  
It is evident that research suggests a growing 
recognition of a link between indoor environment and 
perceived productivity in workplaces. This paper uses 
a case study office building in the south of England to 
investigate this link empirically. 
 

3. CASE STUDY AND METHODS 
The case study building selected is a modern office 
building in Southern England. It is a typical 
representation of a modern office building in the UK 
[14]. Construction of the building was completed in 
2006. The facilities are managed by an on-site external 
facilities management company using a BMS system, 
with mechanical ventilation and non-openable 
windows. The second-floor work space in block B was 
selected as the case study office environment. The 
gender mix of occupants in this workspace 
(approximately 57% male, 43% female), and the 
distribution of age groupings (approximately 10% 
under 30 years, 90% 30 years and over) was 
representative of a typical working office. 
The methodology adopted in the study has a three-
pronged approach: (1) Physical monitoring of indoor 
and outdoor environment using data loggers; (2) 
Occupant survey (transverse and longitudinal) and (3) 
Performance tasks (productivity tests) which act as a 
proxy for productivity. Three different sets of 
performance tasks were selected from those used in 
previous research studies. They are designed to 
represent tasks typical of those conducted in the case-
study office: Numerical tests (to solve simple 
mathematical questions), Proof reading (to identify 
spelling errors in a paragraph of text) and Stroop test 

(an interference test, differentiating between the 
colour of the text and the word). Both the test score 
and time taken to complete the task were recorded.   
 
 

4. BASELINE PERIOD: RESULTS 
Physical monitoring from March 2017 to August 2017 
showed that during occupied hours (8am-6pm, 
Monday-Friday) indoor temperatures were relatively 
warm, staying within 22-24°C for the majority of the 
time (Fig. 1). During the non-heating months (May-
August) the range of temperatures increased. 
   

Figure 1: Boxplot of monthly indoor air temperatures 
(with daily average outdoor temperatures shown on 
secondary y-axis) 
 

As the windows within the working area were not 
openable, CO₂ concentrations were not affected by 
windows being opened in warmer weather. Median 
CO₂ levels remained fairly stable (around 800 ppm) 
throughout the baseline period. RH within the office 
was close to the low end of the recommended range 
(40-60%) throughout both the baseline and 
intervention periods. RH levels increased in the 
summer months when indoor heating was used less. 
 

4.1 Perceived productivity 
The BUS survey (n: 69) provided a snapshot of 
occupant perception of their working environment 
during summer and winter and self-reported change in 
productivity. Occupants were asked “Please estimate 
how you think your productivity at work is decreased 
or increased by the environmental conditions in the 
building?”, with responses on a scale from “-40% or 
less” to “+40% or more” in 10% increments. Occupants 
estimated that their productivity decreased by a mean 
of 5% due to the indoor environmental conditions. 
Interestingly when occupants perceived the 
environment to be uncomfortable (air quality, thermal 
comfort), their perceived productivity decreased (e.g. 
stuffy smelly air results in a decrease in perceived 
productivity). 
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The first round of the online (longitudinal) survey was 
conducted from 11 May to 24 May 2017 and the 
second round was from 11 July to 17 July 2017 (total n: 
950). In both rounds, a link to the questionnaire was 
sent to the occupants three times a day. The responses 
were time stamped so concurrent indoor 
environmental measures could be identified. Thermal 
sensation votes, thermal preference votes, perceived 
air quality votes and overall comfort votes all received 
close to normal distributions. Notably, perceived air 
quality was slightly skewed toward stuffy rather than 
fresh, whereas overall comfort was slightly skewed 
towards comfortable rather than uncomfortable. As 
these surveys were investigating occupants’ 
experience at a particular moment in time, the 
wording of the productivity question was adapted to 
“At present, please estimate how you think your 
productivity has decreased or increase by the 
environmental conditions in the building”. The 
response scale was also adapted to be from “-20% or 
less” to “+20% or more” in 5% increments.  
The following boxplots show visually the correlations 
between occupant perceptions of their environment 
and changes in their perceived productivity. About 
73% of the responses were thermally comfortable 
(scoring 3-5 on the thermal sensation vote). When 
thermally comfortable, occupants perceived their 
productivity to be neutral (Fig. 2). At both ends of the 
scale, though more so at the warm end, occupants 
perceive their productivity to be reduced. Notably, 
occupants perceived their productivity to be more 
positively affected when they were comfortably cool 
than neutrally comfortable or comfortably warm. 
 

 
Figure 2: Baseline distribution of perceived change in 
productivity grouped by thermal sensation vote (with 
N shown). Note: Upper and lower quartiles for ‘4-
Comfortable’ and ‘5-Comfortably warm’ were 0% 
 

Similarly, the distribution of results for different 
thermal preference votes indicates that when 

occupants would prefer to be much warmer or cooler, 
they perceive their productivity to be negatively 
affected (Fig. 3). 92% of responses voted neutral (a bit 
cooler, no change or a bit warmer). 
 

 
Figure 3: Baseline distribution of perceived change in 
productivity grouped by thermal preference vote (N 
shown for each vote) 
 

Interestingly, occupants’ perceived change in 
productivity had a stronger correlation with their 
thermal sensation votes (fig. 4) than with the 
measured indoor temperature. Indeed, statistical 
analysis of variance (comparing perceived change in 
productivity with measured temperature) indicated no 
statistical difference at the p<0.05 level: the subjective 
thermal comfort of the occupants was more important 
in terms of perceived productivity than the objective 
temperature in which they were working. A 
temperature of 23°C, for example, was perceived by 
some occupants as being too warm and by others as 
being too cool. Thermal comfort depends on a 
combination of factors in addition to temperature, 
including RH and air movement. However, neither RH 
or air movement showed any statistically significant 
correlation with either thermal sensation votes or 
occupants’ perceived change in productivity.   
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Figure 4: Scatter plot with quadratic trend line showing 
correlation between perceived change in productivity 
and thermal sensation vote. 
 

The distribution of perceived change in productivity 
for different overall comfort votes (Fig. 5) showed that 
when respondents felt comfortable overall (voting 6 or 
7) they perceived their productivity to be positively 
affected. A neutral perception of their change in 
productivity correlated with an overall comfort vote of 
5. Overall comfort votes of 4 or lower correlated with 
an increasingly negative perception of change in 
productivity.  
 

 
Figure 5: Baseline distribution of perceived change in 
productivity grouped by overall comfort vote (N shown 
for each vote) Note: Upper and lower quartiles for 5 
were 0% 
 

4.2 Measured productivity 
The first round of the performance tasks was 
conducted from 5 June - 9 June, 2017 and the second 
round from 24 July - 28 July 2017 (total n: 285). As the 
tasks were time stamped, concurrent indoor 
conditions were recorded. 
Indoor temperatures when tasks were conducted fell 
within a narrow band (predominantly 22-25°C), 
making it difficult to identify significant correlations. 
The direction of the trendline indicated that as indoor 
temperature increased, the proportion of correct 
answers decreased (Fig. 6). However, statistical 
analysis indicates this correlation is very weak and not 
statistically significant (p>0.05). 
 

 

Figure 6: Scatterplot and linear trendline comparing 
scores from all baseline tests to concurrent indoor 
temperatures. 
 
 
5. INTERVENTION PERIOD: RESULTS 
Based on the findings from the baseline period, the 
BMS was used to control the temperature set-points 
(21.5°C, 22.0°C,  22.5°C and 23.0°C for each week)  
over a 4-week intervention period (23 Oct to 17 Nov 
2017). During this period, online survey and 
performance tasks were repeated and time stamped.  
 

5.1 Perceived productivity 
The online (longitudinal) surveys were conducted 
three times a day on Mondays and Tuesdays. 
Responses indicated that the occupants were fairly 
satisfied with their thermal sensation (70% of thermal 
comfort responses voting neutral: 3-5) and with their 
thermal preference (91% of responses voting neutral: 
A bit warmer, no change or a bit cooler). Interestingly, 
these figures were slightly lower than the neutral 
responses at baseline (73% and 92% respectively). 
When occupants were thermally comfortable, they 
perceived their productivity to be unaffected, but 
when they were too cool or (more significantly) too 
warm, they perceived their productivity to be 
negatively affected. These results concurred with 
findings from the baseline study (Fig. 7). 
 

 
Figure 7: Baseline and intervention period distribution 
of perceived change in productivity grouped by 
thermal sensation vote (N shown for each vote). Note: 
Upper and lower quartiles for ‘3-Comfortably cool’ and 
‘4-Comfortable’ were 0%. 
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Furthermore as thermal preference gets further from 
the neutral “no change”, the perceived change in 
productivity decreases. Again, these results concur 
with those in the baseline (Fig. 8). 

 
Figure 8: Baseline and intervention period distribution 
of perceived change in productivity grouped by 
thermal preference vote. Note: Upper and lower 
quartiles for intervention ‘No change’ were 0% 
 

In summary, when comparing survey responses and 
the correlations between perceived change in 
productivity and the different environmental 
perceptions, the trends are very similar during the 
baseline and intervention periods.  
 

5.2 Measured productivity 
Online tasks were conducted twice daily from 
Wednesday to Friday during the intervention period, 
and were scheduled so that each type of task was 
conducted an equal number of times in the morning 
and afternoon to reduce any unintentional bias.  
As with the baseline, the indoor temperatures 
concurrent with the times the tasks were conducted 
covered a fairly narrow band (21-25°C). However, the 
intervention gave a more even spread of temperatures 
within this band. Again, the correlation between test 
scores and corresponding indoor temperatures was 
very weak (R = 0.09) and not statistically significant 
(p>0.05). A stronger and more significant correlation 
was found between perceived productivity and 
thermal sensation vote (Fig. 9). 
 

 
 

Figure 9: Scatterplot and quadratic trendline 
comparing perceived change in productivity to thermal 
sensation votes 
Furthermore, when comparing test scores grouped by 
the concurrent levels of CO₂, it was evident that higher 
levels of CO₂ correlated with lower test scores, with 
the median score in the ‘1000-1200 ppm’ grouping 
16% lower than the median score in the ‘less than 800 
ppm’ grouping (Fig. 10 and table 1). Somers’ D test was 
run to determine the association between CO₂ 
concentration and test scores. The correlation was 
weak (d=-0.16) but statistically significant (p=0.03). 
Although the recommended upper limit of CO₂ in 
offices is 1500 ppm in the UK, results from the study 
indicate that there may be productivity benefits to 
having CO₂ concentrations significantly lower than this.   
 

Table 21: Descriptive statistics for intervention period test 
scores grouped by concurrent CO₂ concentrations 

 

Statistic Less than 
800 ppm 

800-1000 
ppm 

1000-1200 
ppm 

N 49 39 10 
MEAN (%) 88 76 66 

MEDIAN (%) 92 83 76 
SD (%) 12 26 26 
Q1 (%) 82 63 58 
Q3 (%) 100 96 80 

 

 
Figure 10: Boxplot showing intervention period 
distribution of test scores conducted within three 
bands of CO₂ concentration.  
 

6. DISCUSSION 
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The present study has discovered interesting results 
through monitoring, surveys and tests in the case 
study, during the baseline and intervention periods. 
The workplace operated within fairly narrow bands of 
temperature (22-25 °C), RH (40-60 %) and CO₂ 
concentration (below 1200 ppm) for the majority of 
working hours. Consequently, correlations between 
measured indoor environment (particularly 
temperature and RH) and both perceived and 
measured productivity were very week and not 
statistically significant.  
Occupant feedback indicated that the majority of 
occupants were content with their indoor 
environment (thermal comfort, air quality, overall 
comfort). However, a significant proportion of 
occupants expressed discomfort due to feeling too 
cool, too warm, or the air feeling too stuffy. These 
responses corresponded to perceptions of 
productivity being decreased.  
Stronger correlations were found between perceived 
changes in productivity and thermal sensation than 
actual measured temperature. Likewise, stronger 
correlations were found between perceived changes 
in productivity and perceived air quality than either 
measured RH or measured CO₂ concentration. These 
results indicate that how an occupant subjectively 
feels can have a greater impact on their perceived 
productivity than the objective environment they are 
in.  
In addition to the perceived changes in productivity, 
measured changes in test score (used as a proxy for 
productivity) were observed which correlated with 
changes in the indoor environment. Both higher 
temperatures and higher CO₂ concentrations 
correlated with a decrease in average test score. 
Throughout the study, no statistically significant 
differences were found between gender (all surveys 
and tasks) or for respondents in different age 
categories (BUS survey). 
 

7. CONCLUSION 
This study has provided interesting results through 
continuous physical monitoring, surveys and 
performance tasks in a case-study working 
environment in the south of England.  
Conducting this research in a real-world working office 
environment posed a number of challenges, 
particularly in terms of occupant engagement and data 
gathering. It also allows a great deal of ‘noise’ in the 
data, as a myriad of mitigating factors may influence 
the results.  
Nevertheless, despite these challenges, this study has 
found empirical evidence that suggests elements of 
indoor environment (specifically CO₂ concentration) 
are related to workplace productivity, suggesting that 
by managing the indoor environment effectively, there 
is potential to improve productivity. 
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ABSTRACT: Cities are experiencing intensified urban heat island effect and rising energy demand because of 
urbanization. Dhaka, Bangladesh, is such an example with heat stress and energy crisis. This study investigates 
the role of different elements of urban form (vegetation, water body, building height and built-up area) in reducing 
urban energy demand by mitigating the urban heat island effect. First, two study sites were selected based on 
their land use; second, ENVI-met, a Computational Fluid Dynamics (CFD) tool was used to calculate localized air 
temperature; Onsite measurement was collected from one site to evaluate the simulation result; lastly, the energy 
simulation software UMI was used to simulate daily and hourly building energy use. The study results showed that 
vegetation, water body and building height can reduce the air temperature which can reduce the building cooling 
load during summer. Most significant cooling effect was observed because of vegetation by 1.22 C (maximum), 
which lowered the daily cooling energy load by 2.5%. On the other hand significant heating effect was observed 
because of increased built-up area by 1.54 C (maximum), which increased the daily cooling energy load by 5.38%. 
This research aims to facilitate environment sensitive planning and design in Bangladesh.  
KEYWORDS: Urban heat island (UHI), Energy demand, Urban form  

 
 

1. INTRODUCTION  
In recent years, countries in hot-humid climate zones 
are experiencing rapid rates of urbanization (1).  In less 
than sixty years (1950-2010), the hot – humid tropical 
region are transformed from predominantly rural to 
predominantly urban (1,2) while Europe took two 
hundred (mid 1700 to early 1900) years to do so (1, 3).  
This rapid urbanization has brought many changes in 
air and water quality and the microclimate (4). Many 
cities are transforming in natural vegetation and water 
bodies to create new site for development, which 
contributes to the urban heat island (UHI) effect (2, 5). 
Lack of water bodies and vegetation in urban areas 
reduces evapotranspiration and changes contributing 
to temperature increase in cities (5, 6, 7). As a result of 
increased heat cities are facing increased rate of 
energy consumption, compromised human health and 
comfort, and intensified carbon dioxide emissions (5). 
Increased urban temperatures have a direct effect of 
the energy consumption of buildings during the 
summer by increasing cooling load and proportion of 
carbon dioxide and other pollutants (8). 
Until recently, changes in energy and human comfort 
caused by urbanization have received very little 
attention in urban design and urban planning practice 
in tropics where urbanization is at its peak. Policies and 
regulation for future development as well as 
modifications of current development should be 
formulated based on study of environmental impacts. 
The environmental performance should interact with 
technical, functional and economic reality, otherwise 

environment sensitive design will be a failure (9). 
Dhaka, Bangladesh, is an example featuring unplanned 
rapid urbanization and various environmental 
problems including heat stress and energy demand. 
Taking this into account this study investigates the role 
of water bodies, vegetation and building form on 
summertime air temperature and energy demand. The 
key questions for the research are 
What is the impact of different elements of urban form 
(vegetation, water body, building height and built-up 
area) on localized air temperature during summer? 
What is the impact of localized air temperature on 
building cooling energy demand during summer? 
 
2. METHODOLOGY  
Two study sites were selected based on their land use, 
built form and growth pattern. The site at Gulshan, 
Dhaka (Site 01) is a commercial area with offices and 
shopping malls. Another site at Uttara, Dhaka (Site 02) 
is mainly a residential area beside a canal. ENVI met3.1, 
a Computational Fluid Dynamics (CFD) tool was used 
to simulate the impact of water body, vegetation, 
building height and density on summertime air 
temperature. 
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Figure 1: Study sites within Dhaka city 
 

The first step in ENVI-met simulation is to create 3D 
model using ENVI met editor. The model with 225 m x 
225 m area had 90 x 90 grid in xy direction with 2.5 m 
each grid for both sits. The z direction for site 02 had 
20 grids with 2.5 m each while because of the higher 
building height site 01 had 28 grids with each 4m. To 
avoid calculation error at the boundaries of the model 
6 nesting grid were used which added 67.5 m area to 
the model. The simulation was done using typical 
summer day using data from epw weather file. 
Simulation was done from 6:00 am – 21:00 (15 hours), 
but the data of 1st hour was not used to avoid error 
during initiation.  Soil layer consisted of asphalt (for 
road), loamy soil, pavement and water. The cloud 
coverage was set to 0 in order to have the simulations 
in clear sunny day.  To calculate the microclimate at 
any specific point several receptors were set.  
To evaluate the ENVI-met simulation On-site 
measurements were collected at Uttara, Dhaka (Site 
02) on May 27 (which can be considered as typical 
summer day). Using hygro thermometer the 
measurement was taken from 7:00 am to 21:00. The 
measuring device was placed at 15 m height outside of 
a building which is similar to the receptor position for 
simulation. On the day of onsite measurement, the sky 
was relatively clear and the average relative humidity 
was 61% which is close to the simulation condition 
(Humidity for simulation was 55%).  
Based on the output data from Envi-met, energy 
simulation was done using UMI (Urban modelling 
Interface) to understand the impact of localized air 
temperature on cooling energy demand. Three 
scenarios were selected for building energy simulation, 
energy demand for 1) existing temperature, 2) 
reduced temperature and 3) increased temperature. A 
3D model of 225 m x 225 m area for each site was 
created  in Rhino. The basic epw file for Dhaka was 
downloaded from Energyplus website. All the building 
in both sites used the same building properties except 
building size and number of stories. ASHRAE 90.1 zone 

5A as building template and 35% window/wall ratio 
was assigned. Shedding type for all faced was .5m 
overhang. 
 

Parameters Value Source 

Duration 14 hours 7:00 – 21:00  
Wind Speed [m/s] 

(at 10 m ab. Ground)  
2.6 m/s Energyplus (epw)                                  

Wind Direction 
(0:N..90:E..180:S..270:W) 

180 ° Energyplus (epw)                                  

Roughness Length z0  
(at Reference Point) 

0.1 ENVI met default 

Initial Temperature 
Atmosphere [K]  
(at 2500 m height) 

296.5 
Laing, A., and J. L. 
Evans, 2011 (10) 

Specific Humidity  
in 2500 m  

(g Water/kg air) 
7 

Laing, A., and J. L. 
Evans, 2011 (10) 

Relative Humidity  
in 2m [%] 

55 Energyplus (epw)                                  

Temperature inside 
building (K) 

293 ENVI met default 

Heat Transmission 
Walls [W/m²K] 

1.94 ENVI met default 

Heat Transmission 
Roofs [W/m²K] 

6 ENVI met default 

Albedo Walls 0.2 ENVI met default 
Albedo Roofs 0.3 ENVI met default 

   

Figure 2: ENVI-met input data 
 

3. RESULTS 
3.1 Air Temperature  
Simulation of localized air temperature in different 
scenarios using ENVI-met 3.1 was done to understand 
the impact of different variables like vegetation, water 
body, building height and built-up area on air 
temperature. This section first describes the results for 
the scenario with existing set-up (based on Google 
image and site observation), then the comparison of 
different scenarios with the existing set-up scenario 
has been discussed. After that comparison between all 
scenarios has been discussed to understand which 
variable has the most significant impact on 
temperature increase or decrease.   
 
Scenario with Existing Urban Form 
Site 01: Commercial area (Gulshan 01, Dhaka ) 
Figure 3 shows the existing urban form and air 
temperature profile of the area at 14:00 pm on the 
simulation day. The area was composed of primary 
(25m) and secondary streets running in north-south 
and east-west direction, building height varied from 54 
m to 6m. Most of the buildings were used as 
commercial office spaces. Trees were present along 
main road and some of the empty plots. There was no 
existing water body in this area. The temperature map 
shows that the hotter zones were along the main road. 
The diurnal average temperature profile in Figure 4 
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shows that the temperature increases till 15:00 pm 
and starts decreasing afterwards. 
 

 
Figure 3: Existing urban form and air temperature (Site 01) 
 

 
Figure 4: Existing simulated air temperature profile (Site 01) 
 

Site 02: Residential area (Uttara, Dhaka) 
Figure 5 shows the existing urban form and air 
temperature profile of the area at 14:00 pm on the 
simulation day. The area was composed of roads with 
an average width of 6 m running in north-south and 
east-west direction, building height varied from 24 m 
to 6m. Most of the buildings were used as residences. 
Northern part of the site was bounded by a 25 m wide 
lake. Trees were present along the existing water body 
and some of the empty plots. The temperature map 
shows that air temperature cooler above water and 
areas adjacent to water body. The temperature profile 
in Figure 6 shows that the temperature increases till 
15:00 pm and starts decreasing afterwards.     
 
Onsite measurement at site 02 (Uttara, Dhaka) 
Figure 6 shows the comparison of simulation 
temperature and onsite measured temperature for 
site 02. At 7:00 am the onsite temperature was 30.2 C 
which has gradually increased till 16:00 pm reaching 
35.9 C. After 16:00 pm the temperature decreases and 
reaches 33.1 at 21:00 pm. The average relative 
humidity has been observed 61%. 
 
 
 
 
 

 
Figure 5: Existing urban form and air temperature (Site 02) 
 

 
Figure 6: Existing simulated and onsite measurement air 
temperature profile (Site 02) 
 

Site 01: Commercial area (Gulshan 01, Dhaka ) 
Scenario 1: Increased Vegetation  
The amount of vegetation was increased at un-built 
plots of the study area. The amount of vegetation 
increase was 6% (3375 sq m) of the total area (50625 
sq m). The result shows that air temperature was 
reduced all over the site because of additional 
vegetation cover. Areas with vegetation had more 
cooling effect. The cooling effect of vegetation 
gradually increased with time and the reduction of 
1.22 C was observed at 16:00 pm. The cooling effect 
was also significant at night.  
 
Scenario 2: Increased Water Body  
Water bodies were created at some of the un-built 
plots. The total amount of area converted from loamy 
soil to water body was 3375 sq m, which is 6% of the 
total site. The result shows that air temperature was 
slightly reduced all over the site because of additional 
water body, but areas in close proximity to water 
showed more cooling effect. The temperature profile 
was similar with existing urban form. Temperature 
reduction of 0.1 C was observed at 15:00 pm which is 
not very significant.  
 
Scenario 3: Increased Building Height  
The existing urban form had building height of 54 m, 
30 m, 18 m, 15 m, 10 m, 6 m, with height to width (H:W) 
ratio of maximum 1 : 2.5 and minimum 1:0.5. In the 
increased building height scenario all the building 
heights along the 25 m main road was increased to 54 
m (H:W ratio of 1:0.5) and all the building heights 
along secondary road of 8m was increased to 30 m 
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(H:W ratio of 1:0.25).The result shows that air 
temperature was reduced all over the site because of 
increased building height. The decrease of 
temperature is mainly because of increased shadows 
casted by  heightened buildings. The cooling effect of 
increased height gradually increased with time and the 
maximum reduction of 1.11 C was observed at 14:00 
pm. The cooling effect was also significant at night. 
 

Scenario 4: Increased Built-Up Area  
The amount of built-up area was increased by 
removing the existing un-built plots and vegetation. 
The total site area covered by new buildings was 4,500 
sq m, which is 10% of the total site area. All the new 
building heights along the main road was 54 m and 
along the secondary road was 30 m. The result shows 
that air temperature was increased all over the site 
because of additional built-up area cover. The area 
along the roads where most of the area was paved 
showed higher increase in temperature. The heating 
effect of increased built-up area started to increase 
form 7:00 am and during afternoon temperature 
increase rate was less. The maximum increase of 1.54 
C was observed at 21:00 pm. 
 

 
Figure 7: Comparison of average temperature profiles (Site 
01) 
 

Site 02: Residential area (Uttara, Dhaka) 
Scenario 1: Increased Vegetation  
The amount of vegetation was increased by removing 
the existing water body. The amount of vegetation 
increase was 10% (5500 sq m) of the total area (50625 
sq m). The result shows that air temperature was 
reduced all over the site because of additional 
vegetation cover. Areas with vegetation had more 
cooling effect. The cooling effect of vegetation 
gradually increased with time and the reduction of 
0.72 C was observed at 16:00 pm. The cooling effect 
was also significant at night time. The cooling effect 
was less than the cooling effect of site 01 because of 
the reduction of the water body.  
 
Scenario 2: Increased Water Body  
The amount of water body was increased by removing 
the existing vegetation along the northern edge of the 
existing water body. The existing water body with 30 

m width was increased to 50 m. The total additional 
area converted to water body was 4000 sq m which is 
8% of the total area. The amount of vegetation cover 
reduce was 8% of the total site. The result shows that 
air temperature was only reduced above the water 
body. The average diurnal temperature was slightly 
increased in this scenario. The reduction of vegetation 
might be the reason for this.  
 
Scenario 3: Increased Building Height  
The existing urban form had building height of 24 m, 
21 m, 18 m, 15 m, 9 m and 6 m with height to width 
(H:W) ratio of maximum 1 : 1 and minimum 1:0.25. In 
the increased building height scenario all the building 
heights was increased to 24 m (H:W ratio of 1:0.25). 
The result shows that air temperature was reduced all 
over the site because of increased building height. The 
decrease of temperature is mainly because of 
increased shadows casted by heightened buildings. 
The cooling effect of increased height gradually 
increased with time and the maximum reduction of 
0.75 C was observed at 14:00 pm. The cooling effect 
was not significant at night. 
 
Scenario 4: Increased Built-Up Area  
The amount of built-up area was increased by 
removing the existing un-built area, water body area 
and vegetation cover. The total site area covered by 
new buildings was 10,000 sq m, which is 20% of the 
total site area. All the new building was 24 m. The 
result shows that air temperature was increased all 
over the site because of additional built-up area cover. 
The heating effect of increased built-up area started to 
increase form 7:00 am and during afternoon 
temperature increase rate was less. The maximum 
increase of 1.25 C was observed at 19:00 pm. 
 

 
Figure 8: Comparison of average temperature profiles (Site 
02) 
 

3.2 Building Energy Demand 
Building energy simulation using UMI (Urban 
modelling Interface), was carried out to understand 
the impact of localized air temperature on cooling 
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energy demand of building. Based on the output data 
from Envi-met simulation three scenarios were 
selected for building energy simulation. The scenarios 
are building energy demand for cooling 1) existing air 
temperature, 2) reduced air temperature and 3) 
increased air temperature. ENVI met simulation 
showed that the increased vegetation had most 
significant impact on lowering the temperature for 
both sites. So for calculating the cooling load at 
reduced temperature the data of from increased 
vegetation was used to modify the epw file. Similarly 
ENVI met simulation showed that the increased built-
up area had most significant impact on increasing the 
temperature for both sites. So for calculating the 
cooling load at increased temperature the data of from 
increased built-up area was used to modify the epw 
file. 
 
Site 01: Commercial area (Gulshan 01, Dhaka ) 
Total 25 buildings were simulated. Default shading 
search of 125 m was used to cover all the buildings 
within simulation boundary (225 m x 225 m). For 
increased temperature the total cooling load for all 25 
building was increased from 18126 Kwh (for exg temp.) 
to 19102 Kwh (for heigh temp.). The amount of 
increased temperature was 976 Kwh, which is 5.38% 
higher than energy use during existing temperature. 
For reduced temperature the total cooling load for all 
25 building was decreased from 18126 Kwh (for exg 
temp.) to 17666 Kwh (for heigh temp.). The amount of 
increased temperature was 460 Kwh, which is 2.5% 
lower than energy use during existing temperature.  
 
Site 02: Residential area (Uttara, Dhaka) 
Total 38 buildings were simulated. Default shading 
search of 125 m was used to cover all the buildings 
within simulation boundary (225 m x 225 m). For 
increased temperature the total cooling load for all 38 
building was increased from 15688 Kwh (for exg temp.) 
to 16299 Kwh (for heigh temp.). The amount of 
increased temperature was 611 Kwh, which is 3.80% 
higher than energy use during existing temperature. 
For reduced temperature the total cooling load for all 
38 building was decreased from 15688 Kwh (for exg 
temp.) to 15301 Kwh (for heigh temp.). The amount of 
increased temperature was 387 Kwh, which is 2.5% 
lower than energy use during existing temperature. 
 

 
Figure 9: Comparison of cooling load for increased and 
decreased temperature scenario (Site 01 and 02) 

3. DISCUSSIONS 
The onsite measurement was taken at site 02 during a 
hot summer day with a similar humidity and sky cover 
condition of simulation. The highest temperature of 
35.9 C has been observed at 16:00 pm and the lowest 
was 30.2 C at 7:00 am. An average temperature 
difference of 6 C has been observed between the 
simulation temperature and onsite temperature. But 
both the simulation and the onsite measurement 
temperature profile showed similarity.   
Simulation creating scenario was done to understand 
the impact of different elements of urban form 
(vegetation, water body, building height and built-up 
area) on localized air temperature during summer. 
Because of increased vegetation air temperature was 
reduced in both the sites, but at site 01 (Commercial 
area) the cooling effect was more significant than site 
02(residential area). The cooling effect gradually 
increased with time and was also significant at night 
time. At site 01, an increase of 6% vegetation caused 
the maximum temperature reduction of 1.22 C at 
16:00 pm, while at site 02 an increase of 10% 
vegetation caused the maximum temperature 
reduction of 0.72 C at 16:00 pm. Because of increased 
water body air temperature was not changed 
significantly at any site, but the areas above water 
body and very close to water body was cooler than 
other areas. The diurnal temperature profile was 
similar with existing urban form. At site 01, an increase 
of 6% water body area caused the maximum 
temperature reduction of 0.1 C at 15:00 pm, while at 
site 02 an increase of 8% water body caused no 
temperature reduction. It should be considered that 
8% vegetated area was reduced at site 02 which may 
have influenced the cooling effect. Another possible 
reason of less cooling effect of water body at both the 
sites may have caused because of the underestimation 
of evaporative cooling by water body in ENVI-met 
simulation process. Because of increased building 
height, air temperature was reduced in both the sites, 
but at site 01 the cooling effect was more significant 
than site 02. The cooling effect gradually increased 
with time and was also significant at night time. At site 
01, an increase of building height caused the maximum 
temperature reduction of 1.11 C at 14:00 pm, while at 
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site 02 the maximum temperature reduction was 0.75 
C at 14:00 pm. It should be considered that, ENVI-met 
simulation was unable to calculate the anthropogenic 
heat gain because of increased number of floors. So, 
the actual cooling effect because of increased building 
height might be less in reality.  Because of increased 
built-up area air temperature was increased in both 
the sites, but at site 01 the heating effect was more 
significant than site 02. The heating effect started to 
increase form 7:00 am and during afternoon 
temperature increase rate was less, which went higher 
again at night. At site 01, an increase of 10% built-up 
area caused the maximum temperature increase of 
1.54 C at 21:00 pm, while at site 02 an increase of 20% 
built-up area caused the maximum temperature 
increase of 1.25 C at 19:00 pm. It should be considered 
that, ENVI-met simulation was unable to calculate the 
anthropogenic heat gain because of increased number 
of buildings. So, the actual increase would be higher. 
The temperature increase caused by 10% increase in 
built-up area, increased the daily cooling load by 5.38% 
(976 Kwh extra need because of the same number of 
buildings) for site 01 while for the other site 20% 
increase of built-up area, increased it by 3.80% (611 
Kwh extra need because of the same number of 
buildings). The daily cooling energy load was reduced 
because of decreased air temperature for both sites. 
The temperature decrease caused by 6% increase in 
vegetation area, decreased the daily cooling load by 
2.5% (460 Kwh saving/day) for site 01 while for the 
other site 10% increase of built-up area, increased it by 
2.5% (387 Kwh saving/day). 
 
4. CONCLUSION 
The simulation study results showed that vegetation, 
water body and building height could reduce the air 
temperature, which can reduce the building-cooling 
load during summer. The comparison between 
simulated temperature and the onsite measured 
temperature showed similar profile with consistent 
temperature difference.  Therefore, it can be argued 
that the impact result from simulation will be close to 
real condition. Most significant cooling effect was 
observed because of vegetation by 1.22 C (maximum), 
which lowered the daily cooling energy load by 2.5%. 
On the other hand significant heating effect was 
observed because of increased built-up area by 1.54 C 
(maximum), which increased the daily cooling energy 
load by 5.38%. ENVI-met 3.1 considered water bodies 
as a type of soil, and the processes are limited to the 
transmission and absorption of shortwave radiation 
(11). It also considers as a still body without water 
turbulence mixing. Anthropogenic heat gain was not 
considered in ENVI-met3.1. These may have 
contributed to some limitations in understanding, 
many of which have been improved at updated version 
of the software. With the economic growth, 

Bangladesh is having a rapid urbanization. The 
outcome of the work can inform the planning, design 
and development practice of the country. 
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ABSTRACT: This paper deals with the effect of intra-climate diversity of composite climatic zone of India on the 
thermal performance of the naturally ventilated public housing buildings. This study is an attempt to improve the 
accuracy of the existing prescriptive benchmarks. The study has two objectives (a) to analyse the thermal severity 
variation within the composite climate of India and develop a tiered stratification of locations (b) analyse the 
impact of the thermal severity variation on the performance of representative public housing projects.  The scope 
of the study is limited to naturally ventilated residential typology. Data for 162 locations were obtained from the 
Indian Meteorological Department (IMD) and statistically analysed in order to classify them based on thermal 
severities.  A review of housing designs of low-income group housing being implemented by governmental 
agencies was reviewed and three representative designs are selected.  A short-term thermal performance 
monitoring is conducted in these residences.  The data is used to compare the thermal performance variations as 
well as to face validate the virtual models developed in Energy Plus software tool.  The buildings are simulated for 
their performance at locations with high, moderate and low thermal severities within a composite climate zone.  
A comparative analysis is carried out with that of NBC prescribed thermal performance guidelines.  A set of scaling 
factors is determined after performing local thermal optimizations at representative locations.  The factors are 
validated with location-specific simulations performed for other locations.    
KEYWORDS: Climate diversity, Composite Climate, Thermal Performance Index, Thermal Damping, Tropical 
Summer Index. 

 
 

1. INTRODUCTION 
This paper deals with the effect of intra-climate zone 
diversities on the thermal performance of public 
housing within the composite climate zone of India. 
According to the National Building Code of India, 
Indian climate has been divided into five major climate 
zones namely hot and dry, warm humid, temperate 
cold and a subgroup -composite climate zone. The 
composite climate zone is spread over 16 states and 2 
union territories in India. Composite climate zone has 
been defined as a climate zone which does not receive 
any season more than 6 months[1]. NBC prescribes 
thermal performance benchmarks for building 
envelope for each climate zone. As the Composite 
climate zone is a sub group devised along with the 
climate zones, a common building regulation/ 
standard cannot comply with different locations 
within it. A study by Rijildas and Rajasekar, 2016 show 
a significant variation in the energy consumption of 
buildings when constructed at different locations 
within the composite climate zone [2].  
 
Thermal performance of buildings:   
Thermal performance of the building is primarily 
driven by the climate and modulated by spatial design, 
thermo-physical properties of the building envelope 
and usage patterns[3]. It depends upon the wisdom of 
a designer to incorporate the climate responsive 

features into the building at the design stage. However, 
the intra-climate zone variations within the composite 
climate pose a challenge in generalizing the potential 
strategies and their effectiveness.  This study is an 
attempt to improve the accuracy of the existing 
prescriptive benchmarks. The study has three 
objectives (a) to analyse the thermal severity variation 
within the composite climate of India and develop a 
tiered stratification of locations (b) analyse the impact 
of the thermal severity variation on the performance 
of representative public housing projects.  The scope 
of the study is limited to naturally ventilated 
residential typology.   
 
2. METHODOLOGY  
Meteorological data for 162 cities within composite 
climate zone of National Building Code, 2016[1] for a 
period of 30 years (1981-2010) was collected from 
Indian Meteorological Department (IMD), Pune and 
statistically analysed to classify them based upon 
thermal severities.  A review of housing designs of 
economic weaker section (EWS) low-income group 
(LIG) and mid-income group (MIG) housing being 
implemented by governmental agencies were 
reviewed and three representative designs were 
selected respectively. A short-term thermal 
performance monitoring was conducted in these 
residences.  The data was used to compare the 
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thermal performance variations as well as to face 
validate the virtual models developed in Energy Plus 
software tool.  The thermal models of buildings were 
simulated for their performance at locations with high, 
moderate and low thermal severities within a 
composite climate zone.  A comparative analysis was 
carried out with that of NBC prescribed thermal 
performance guidelines with existing cases.  A set of 
scaling factors were determined after performing local 
thermal optimizations at representative locations.  The 
factors were validated with location-specific 
simulations performed for other locations.   
 
3. INTRA-CLIMATE DIVERSITY ASSESSMENT 
To ascertain the Intra-climate diversity among the 
cities of composite climate, the meteorological data 
consisting of 98 percentile average maximum 
temperature for the Summer period (March, April, 
May, June, July), 98 percentile average minimum 
temperature for winter period (November, December, 
January, February) and annual average relative 
humidity was processed for this study.  

 
Figure 91: Box plot of Temperature Maximum for Composite 
Climatic Zone of India 

 
In Figure 1, monthly variation within the zone is 
witnessed, the post-monsoon period is showing more 
variation in comparison to other seasons.   
A statistical analysis of the IMD data enabled us to 
classify the cities. Three groups were formed namely 
G1 (>0.75) upper range, G2 (0.25-0.75) medium range, 
and G3 (<0.25) lower range (Table 1).  
 
Table 22: Classification of the identified cities in the 
composite climatic zone of India. 

Season No. of 
cities 

G1 G2 G3 

Summer 162 72 34 26 

Winter 162 62 42 28 

 
Composite climate spans over 12 million square 
kilometres of area which is 36.5% of total geographic 
area of the country. The summer average maximum 
temperature ranges from 34.6 °C to 46.4 °C.  
Also, the winter average minimum temperature 
ranges from -23.60 °C to 19.5 °C. The annual average 

relative humidity ranges from 48% to 79%. The solar 
radiation intensity is very high in summer and low with 
predominantly diffuse radiation during monsoon. 

 
Figure 2: Summer average Maximum temperature (98 
percentile) 

 
The maximum daytime temperature usually ranges 
from 32 – 43°C and night time temperature ranges 
from 27 to 32°C in summers. Similarly, the daytime 
mean temperature ranges from 10 to 25°C and at night 
4 to 10°C in winters.  

 
Figure 3: Winter average Minimum temperature (98 
percentile) 
 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

442 

Relative humidity varies around 20 – 25 % during the 
dry periods while in wet periods, it ranges from 55 – 
95 %. 

 
Figure 4: Representative Housing units (Source: UPPWD 

 
Figure 2, exhibits the variation of summer average 
maximum temperature range (98 percentile) by 
ArcGIS software, where the Punjab, Haryana, south-
west Uttar Pradesh (Bundelkhand region) experiences 
most severe summers while cities like Dalhousie, 
Dharamshala, and Jammu experience comparatively 
comfortable summers whereas, the cities of southern 
India and Gujrat are relatively less warm than northern 
India. 
 

Figure 3, exhibits the variation of winter average 
minimum temperature range (98 percentile) were 
Punjab, Himachal Pradesh, Haryana, Uttarakhand 
experience severe cold winters while southern India 
was relatively warm. 

 
Figure 5: Cluster map for cities in Composite climate 

The geospatial tool was used to classify the cities into 
13 clusters[4] by applying K-means cluster analysis 

method, inputs used for clustering were monthly 
temperature maximum and minimum data. Figure 5 
shows that the cities within the same state exhibit 
regional scale climate diversity where cities form small 
pockets of similar climate characteristics. 
 Based on the above method, representative cities 
were identified as Agra, Lucknow and Gorakhpur in the 
Composite climatic zone which represent each group 
respectively. 
 
Selection of Representative Housing Typology 
A total of 57 building designs from Central Public 
Works Department (CPWD), Uttar Pradesh Public 
Works Department (UPPWD), and Uttar Pradesh Awas 
Evam Vikas Parishad were studied. This sample 
included Type-1 housing for the Economic weaker 
section (EWS), Type-2 housing for Low Income Group 
(LIG) and Type-3 housing for Medium Income Group 
(MIG). The sample also included designs ranging from 
G+2 to G+13, constructed within the composite 
climate zone of India.  
 

4. EVALUATION OF THERMAL PERFORMANCE 
Real-Time field data collection 

UNI-T 330B humidity/ temperature data logger was 
calibrated to record data at an interval of 10 minutes 
and placed inside the respective spaces[5]. It can 
record the temperature for a range of -40°C ~ 80°C, 
with accuracy of ±1°C (-30°C ~ 0°C, 40°C ~ 70°C) and 
relative humidity for a range of 0% ~ 100%, with 
accuracy of ± 5% (0%~20%, 80%~100%).  
The data was recorded in the month of April (16th April 
to 23 April) which represent a typical summer day. 
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Figure 6: Diurnal variation of ambient temperature 
(Bedrooms, Apartment 1) for different units in Lucknow. 
 

Temperature and Relative Humidity data are 
measured for two apartments for the duration of one 
day, for apartment no. 1 (Figure 6), peak temperature 
for bedroom 1 is 32.3 degrees C and lowest 
temperature is 30.5 degrees C, the time lag for 
bedroom 1 is 14 hours. Peak temperature for bedroom 
2 is 32.6 degrees C and lowest temperature is 30.5 
degrees C, the time lag for bedroom 2 is 13 hours. Peak 
temperature for the Living room is 33 degrees C and 
lowest temperature is 30.9 degrees C, the time lag for 
the living room is 14 hours. 
 
Comparison of Real-time data 

In figure 7, the graph show comparison of real-time 
recorded data and simulation data variation in indoor 
air temperature of dwelling unit type- 3 among the 
three cities Agra, Gorakhpur and Lucknow. 
 

 
Figure 7: Master Bedroom- comparison of indoor air 
temperature. 

The accuracy of the thermal model is ±0.81°C in 
Gorakhpur, ±0.93°C in Agra and ±0.96°C in Lucknow. 
Both the simulation as well as real-time data shows 
variations in the thermal performance of similar 
residential buildings for Gorakhpur, Agra and Lucknow 
which are different cities of Uttar Pradesh. 
 

Comparision of thermal performance 

Thermal performance Index (TPI) Thermal damping (D) 
and Tropical Summer Index (TSI) was calculated for 
each apartment unit type using weather file of Agra, 
Gorakhpur and Lucknow city. 
 
Thermal Performance Index (TPI) is an indicator of the 
relative thermal performance rating of the  

structure[6], TPI value >75-125< is considered as 
acceptable. 
 

TPI= (Tis – 30)/8 *100 
where Tis is inside temperature range in ℃ 
 

TPI values compared in terms of cities have shown that 
Lucknow is exhibiting a better TPI and Agra is showing 
higher values than acceptable range. In terms of 
orientation, the south façade is showing better results 
than west façade. 
 
 
 
Table 23: Thermal performance index and Thermal damping 

values for different spaces  

 

 
Figure 8: Annual comfort & Discomfort hours based on 
Tropical Summer Index 

 
Thermal damping (D) is the decreased temperature 
variation; it is a characteristic dependent on the 
thermal resistance of the materials used in the 
structure[6].  
 

D=((Tout-Tin))/Tout*100  
 

 

THERMAL PERFORMANCE INDEX 
THERMAL 
DAMPING  Space 

SOUTH 
FAÇADE 

WEST 
FAÇADE 

A
G

R
A

 
UNIT-

1 

LIVING 151 152 52 

BEDROOM  147 160 45 

UNIT-
2 

LIVING 151 152 46 

BEDROOM  160 160 44 

UNIT-
3 

LIVING 159 173 46 

BEDROOM 157 170 48 

G
O

R
A

K
H

P
U

R
 UNIT-

1 
LIVING 127 125 60 

BEDROOM 128 141 63 

UNIT-
2 

LIVING 141 154 54 

BEDROOM 138 138 61 

UNIT-
3 

LIVING 140 153 56 

BEDROOM 137 150 60 

LU
C

K
N

O
W

 

UNIT-
1 

LIVING 88 88 73 

BEDROOM 89 101 66 

UNIT-
2 

LIVING 100 152 69 

BEDROOM 100 99 63 

UNIT-
3 

LIVING 101 119 66 

BEDROOM 97 110 70 
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Lowest ‘D’ is exhibited by Unit 2 Bedroom in Agra 
(Table 2), and highest value is exhibited by Unit 1 living 
room in Lucknow. 
 
Tropical summer index was calculated for each 
dwelling unit in Agra, Lucknow and Gorakhpur 
respectively. The comfort and discomfort hours were 
calculated based upon the comfort and discomfort 
range mentioned in IS: SP: 41 (1987) i.e.- <19°C 
represent cold discomfort, ≥19°C & <25°C represent 
slightly cold, ≥25°C & <30°C represent comfort range 
and 27.5°C comfort temperature, ≥30°C & <34°C 
represent slightly warm and lastly, >34°C represent 
heat discomfort[6]. 

TSI= 0.308 Tw + 0.745 Tg - 0.206*√ + 𝟎. 𝟖𝟒𝟏
𝟐

  

where, Tw is wet bulb temperature in ℃, Tg is globe 
temperature in ℃ and V is wind speed in m/s. 
 

In figure 8, the graph shows maximum cold discomfort 
hours in dwelling unit-1 in Lucknow followed by Agra 
and Gorakhpur. While maximum heat discomfort 
hours in Gorakhpur followed by Agra and Lucknow. 
Maximum comfort hours were found in Agra followed 
by Lucknow and Gorakhpur. The graph also shows 
almost 24 days in a year experience hot as the TSI 
exceeds 34°C. 
 
Comparison of Real-time data and validation of the 

virtual model 

For validation purpose, 3000X3000X3200 sized 
bedroom was modelled resembling identified unit’s 
bedroom using 230 mm thick brick wall and simulated 
using Energy Plus software to validate the field results. 
 
Table 24: Variation in Thermal performance 

 Variables Agra Lucknow Gorakhpur 

Tmin 5% 8% -9% 

Tmax 7% 4% 26% 

Difference 10% -2% 47% 

The accuracy of the virtual thermal model is ±0.81°C in 
Gorakhpur, ±0.93°C in Agra and ±0.96°C in Lucknow. 
Both the simulation as well as real-time data shows 
variations in the thermal performance of similar 
residential buildings for Gorakhpur, Agra and Lucknow 
which are different cities of Uttar Pradesh. 
 

5. OPTIMIZATION FOR LOCAL CONTEXT  

 
Figure 9:  Optimization graph for Agra 
 

 In Agra, optimization suggests, optimum wall 
thickness to be 200 mm and 10 percent window to wall 
ratio (WWR) and cooling discomfort hours is 88 (deg. 
hours). 

 
Figure 10:  Optimization graph for Lucknow 
 

In Lucknow, optimum wall thickness comes to be 300 
mm and 10 percent window to wall ratio (WWR) and 
cooling discomfort hours is 85 (deg. hours). 

 
Figure 11: Optimization graph for Gorakhpur 
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In Gorakhpur, optimum wall thickness comes to be 300 
mm and 10 per cent window to wall ratio (WWR) and 
cooling discomfort hours is 120 (deg. hours). 
 
6.  DISCUSSION AND CONCLUSION  
Composite climate spread over 36.5% of the total 
geographic area of the country. Within the composite 
climate zone, summer average maximum temperature 
range has difference 0f 10 °C amongst the identified 
locations. Also, the winter average minimum 
temperature range have a difference of 30 °C and the 
annual average relative humidity range have a 
difference of 32% amongst the identified locations. 
Statistical analysis of weather data obtained from 
Indian Meteorological Department shows that within 
composite climate, 13 clusters found of different 
climate severity. 
Dwelling units’ experience maximum heat discomfort 
during the month of May and June followed by April 
and July while the cold discomfort in January. Also, 
February and November were comfortable months for 
all the three cities. 
Computational analysis showed a difference of 1°C 
and it goes up to 2.4°C in the internal temperature 
when simulated for different orientations. Also, within 
a dwelling unit, internal spaces towards the corridor/ 
staircase/ lift lobby experience less heating discomfort 
in comparison to the spaces with exposed walls. 
Comparison of real-time data showed that the 
dwelling units’ experience different thermal 
discomfort in Agra, Lucknow and Gorakhpur. This 
proves the hypothesis of having a difference in 
thermal performance of public housing when 
constructed at a different location within a composite 
climate zone. Also, validate the statistical analysis for 
different thermal severity. Comparison of 
computational analysis data shows extreme heat and 
cold discomfort in Gorakhpur followed by Lucknow 
and Agra respectively. 
The results of the pilot study revealed that the 
composite climate could be further subdivided 
according to the clusters as cities in the same region 
exhibit the similar climate characteristics. 
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ABSTRACT: This paper proposes a new heuristic to simulate and study the visual comfort aspect in the designing 
of Complex Fenestration Systems. The goal of the heuristic is two-folded, (i) provide useful and simple visualization 
tools for preliminary glare assessments of indoor spaces, (ii) reduce the computational overhead of extremely 
expensive annual glare simulations by reducing the number of simulations necessary in the study of glare. The 
work demonstrates that through a spatial and temporal sampling of annual Vertical Illuminance data it is possible 
to map the potential glare POVs and to find the critical hours to conduct more detailed simulations. The authors 
applied the proposed heuristic in a comparative study of 3 different fenestration schemes for 3 annual sky types, 
a typically overcast (London, UK) and clear sky (Phoenix, AZ, USA), and an intermediate sky (Oakland, CA, USA). In 
sum, the results of the work show that the proposed heuristic yields a high potential to be used in design 
procedures that currently are based on expensive glare simulations. 
KEYWORDS: Glare Simulation, Visual Comfort, Daylight Performance, Complex Fenestration Systems 

 
 

1. INTRODUCTION 
The main purpose of Light-redirecting Complex 
Fenestration Systems (LRCFS) is to redirect and evenly 
distribute daylight in deep plans. However, most of 
LRCFS are highly specular, yielding thus a high visual 
discomfort risk. Designers use climate-based daylight 
modeling (CBDM) to simulate the daylight 
performance of LRCFS. To study annual horizontal 
illuminance (Eh) of LRCFS different metrics such as 
Daylight Autonomy (DA), Spatial Daylight Autonomy 
(sDA), Annual Sun Exposure (ASE) [1], and Useful 
Daylight Illuminance (UDI) [2] have been proposed 
along with specific modeling methods. Regarding 
annual visual comfort, the most refined assessment 
method consists in calculating the Daylight Glare 
Probability index (DGP) by analyzing a time series of 
High Dynamic Range (HDR) images with evalglare [3]. 
Albeit annual DGP (aDGP) fully addresses the temporal 
aspect of the phenomenon it still holds a considerable 
computational overhead. Glare simulations also 
depend on location and on point-of-view (POV), posing 
thus a more intricate spatial problem when compared 
with Eh simulations. In sum, the simulation and 
assessment of visual comfort based on glare 
simulations still poses the following challenging 
question: When (if representative point-in-time 
simulations are desired to replace aDGP), where, and 
where to look at? 
The work presented in this paper proposes a new 
heuristic approach based on the relation between 
glare and vertical illuminance at the eye level (EV) 

reported in [4]. The heuristic samples annual EV results 
in different locations with the goal of describing the 
annual visual discomfort potential of a space without 
the use of expensive aDGP simulations.  
A computational tool implements the heuristic to both 
display preliminary visual comfort information and 
automatically provide the necessary information to 
conduct more detailed and accurate point-time DGP 
simulations for the most critical POVs and hours.      
Although the main object of the heuristic is LRCFS, the 
proposed computational tool is also able to assess the 
visual comfort of more common fenestration designs. 
This paper demonstrates the applicability of the tool in 
a simple scene with two windows facing South and 
West.  
 
2. RELATED WORK 
DGP was introduced by Weinold in [5] and it is the 
most advanced method available to assess visual 
comfort since it is able to cope with large glare sources 
such as the sun [6]. This was a considerable 
breakthrough because until then no glare metric was 
able to fully address the impact of direct daylight. 
Nevertheless, because DGP is based on the analysis of 
HDR images through evalglare, its use in simulation 
entails a considerable computational overhead since it 
requires the calculation of a full HDR image typically 
using Radiance [7]. 
To accelerate DGP simulations, a simplification was 
proposed under the name of DGPs [7]. DGPs is based 
on EV but it assumes that no direct sun - or any specular 
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reflection of it - reaches the eye, thus, is not suitable 
in the glare assessment of either designs that are 
highly exposed to direct sun or of highly specular 
LRCFS. Despite this limitation, the experiments 
conducted by Wienold and Christoffersen [4] shows 
that an EV threshold has potential to be used as a 
binary indicator for glare events but not to infer DGP 
levels. Recently, Jones and Reinhart [8] used Graphical 
Processing Unit (GPU) parallelization techniques to 
accelerate DGP simulations. Although the remarkable 
improvements in simulation time though GPU 
parallelization full aDGP simulations are still slow for 
parametric or metaheuristic-based optimization 
studies. This approach also limits designers and 
lighting analysts to use specific graphics cards. 
Another way to study glare and visual comfort 
avoiding expensive DGP simulations is to correlate 
annual Eh metrics, such as UDI, with glare phenomena. 
However, there is no consensus about the use of UDI 
and its illuminance upper threshold as a proxy to glare 
and visual discomfort. Mardaljevic et al. [9] report 
some promising correlations between UDI and DGPs 
but because the study used DGPs a full correlation 
between Eh and DGP is hard to establish. In a field-
based study, Konis [10] concludes that Eh is context 
specific and that it should be complemented with 
luminance-based metrics in visual comfort studies. 
Recently published work [11] shows that even with a 
conservative UDI overlit illuminance threshold (> 2000 
lux), UDI is insufficient to fully assess the glare 
performance of a LRCFS corroborating, thus, the 
recommendations of [10]. ASE is another annual Eh 
based metric that is been used to assess visual 
discomfort potential. However, because it only 
contemplates direct light it falls short in assessing the 
glare performance of highly specular LRCFS.  
Considering the limitations of the current metrics and 
simulation methods it is reasonable to assume that 
point-in-time DGP analyses at critical events is a 
suitable approach for quicker annual visual comfort 
evaluations. However, there are no guidelines on POV 
location and on hour-of-the-year (HOY) selection. 
 
3. HYPOTHESIS AND RESEARCH GOALS  
Based on the work of [4, 9] the main hypothesis is that 
it is possible to use annual EV data for preliminary 
visual comfort assessments and to find events with 
high glare potential. To accomplish this the paper 
proposes a heuristic based both on time and spatial 
sampling. The main goal is to use a simpler and faster 
CBDM simulation (when compared with aDGP) to both 
indicate the POV and time periods that have a higher 
glare risk. The outcome is an interactive computational 
tool that samples, maps, and visualizes annual Ev data 
to provide a preliminary visual comfort performance 
assessments solution and to detect the relevant 
locations, POVs, and time events for full point-in-time 

DGP simulations necessary in the assessment and 
optimization of LRCFS. 
 
4. METHODS 
The research entails 3 parts: 1) verification of annual 
Ev applicability to find time events that report glare; 2) 
development and implementation of the proposed 
heuristic; 3) application of the heuristic in 3 different 
experiments. The description and methods used in 
each part are summarized below. 
 
4.1 Annual Ev as a tool to detect potential glare events 
To test if EV is able to capture glare events, based on 
[4] the authors set the EV threshold to ≈ 2700 lux, to 
label an event as a potential glare one, and applied to 
a previous LRCFS study in [11]. The same study [11] [11] 
reports aDGP results for two locations; Phoenix (a 
tendentially clear annual sky) and London (a 
tendentially overcast annual sky). The investigated 
LRCFS was previously optimized for Daylight Factor (DF) 
and it is positioned on the top of the South Façade in a 
4 x 7.5 x 3 m test cell. The known aDGP results were 
compared with annual EV ≥ 2700 lux using the same 
POV, assumptions and simulation method, Radiance’s 
3-phase method [12]. Figure 1 and 2 compares the two 
metrics, aDGP and EV ≥ 2700 lux for Phoenix and 
London respectively. The top of both figures there is 
an aDGP heatmap, at the bottom a heatmap traces the 
events where EV ≥ 2700 lux, and the middle heatmap 
reports the error events, i.e. when EV >= 2700 lux 
missed to report glare events (DGP ≥ 0.35).  If we 
consider the whole year daylight period, EV ≥ 2700 lux 
matches the DGP results in 96% of the hours in both 
locations.  
 

 
Figure 1: Comparison of DGP (top), Ev ≥ 2700 lux (bottom), 

and error events of Ev ≥ 2700 lux (middle) for the LRCFS 

reported in [11] under the annual Phoenix sky matrix. 
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Figure 2: Comparison of DGP (top), Ev ≥ 2700 lux (bottom), 

and error events of Ev ≥ 2700 lux (middle) for the LRCFS 

Lazy_S reported in [11] under the annual London sky matrix. 
 
However, a closer analysis of Figures 1 and 2 shows 
that EV ≥ 2700 lux simulation is more robust to predict 
disturbing and intolerable glare events. If we only 
consider the events that register DGP ≥ 0.35, EV ≥ 2700 
lux detects 47% of the events in Phoenix and 50.4% in 
London. 
If we exclude the DGP events that reported 
perceptible glare (0.4 > DGP ≥ 0.35), EV ≥ 2700 lux 
detects 92% of the events in Phoenix and 85% in 
London. In sum, although EV ≥ 2700 lux has difficulties 
to detect perceptible glare events, the results indicate 
that is possible to query annual EV data for a heuristic 
that aims to select relevant to worst case scenarios 
events to conduct full point-in-time DGP simulations. 
 
Heuristic description and implementation 
The proposed heuristic encompasses 3 main phases: 
simulation, data post-processing, and data 
visualization and query. Each phase entails several 
tasks detailed below. 
Simulation: (i) definition of an analysis sensor grid; (ii) 
for each point the heuristic considers an n (n ≥ 8 ⋀ n ∈ 
ℕ) cardinal-based POV; (iii) for each POV an annual EV 
simulation is conducted. 
Data post-processing: (iv) for each POV all the hours 
are labelled as susceptible to glare (EV ≥ 2700 lux) or 
non-susceptible to glare (EV < 2700 lux). As mentioned 
above this threshold is based on field studies reported 
in [4] that showed a reasonable linear correlation 
between Ev and the percentage of disturbed persons 
(R = 0.77). The 2700 lux threshold corresponds to 35% 
of disturbed person, considering the linear regression 
presented in [4]. Based on the labelling, the procedure 
calculates the frequency of events susceptible to glare. 
Data visualization and query: (v) in each point a radar 
graph displays the frequencies of events susceptible to 
glare of each direction for a specific period. By default, 
this period corresponds to the entire year, but it can 
be set to seasonally or monthly time intervals. This 
visualization indicates which are the POVs more 

susceptible to glare. Although the user can visualize 
and query the data of each sensor the heuristic 
automatically selects the POVs with a frequency which 
deviation is within +/- 10% of the maximum frequency. 
(vi) Finally, in each grid point, the user can select any 
of the 8 POV to obtain feedback about the period that 
yields a higher glare potential. Once more, for each of 
the automatically selected POVs, the heuristic 
identifies by default which HOY should be used to 
conduct a full point-in-time DGP simulation by finding 
the hour that yields the highest EV of the largest set of 
consecutive pair day/hour susceptible to glare. 
The heuristic is implemented in Rhinoceros 
3D/Grasshopper via Python programming language. 
The resulting system uses Radiance’s 3-phase method 
to simulate annual EV. The point-in-time DGP 
simulations for the selected samples resort to 
Radiance’s rpict routine, to produce the hdr image, 
and to evalglare, to estimate the DGP. To ensure that 
the hdr image reflects the sky condition considered in 
the EV calculation, the system uses Radiance’s 
gendaylit subprogram to generate an accurate Perez 
all-weather sky given a specific hour, location, and 
Typical Meteorological Year (TMY) data. 
 
4.3 Experiments 
As a proof of concept, the authors tested the heuristic 
in a test cell that represents a hypothetical office room 
of a commercial building with a typical 5 x 7.5 m 
structural grid. The 9.8 x 7.2 x 2.7 m (Width x Length x 
Height) room faces both South and West. The South 
and the West façade have windows that start at 1.1 m 
height and stop at the ceiling. A six-point 4.2 x 3.2 x 1.5 
m grid defines the spatial location of the different 
POVs. The sensor grid is centered relatively to the 
room and its spacing is based in a typical office layout. 
The system generated 8 POVs per point, each one 
facing a different cardinal direction. Table 1 describes 
the optical properties of the opaque surfaces of the 
test cell. 
 
Table 1: Opaque surfaces properties of the test cell. 
 

Surface Reflectance 

Ground 20% 
Floor 40% 

Ceiling 80% 
Interior Walls 60% 

Other 35% 

 
Figure 3 describes the overall geometry of the test cell 
through two axonometries (SE and NW). Figure 4 
shows the sensor grid overlaid over a hypothetical 
office furniture layout, in dashed line. 
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Figure 3: Test cell used in the experiments. Top: Southeast 
axonometry. Bottom: Northwest axonometry. 

 

 
Figure 4: Sensor grid (in blue) and hypothetical room layout 
(in dashed line). Sensor 3 (bottom right) illustrates the 8 POV 
directions considered in each sensor. 
 

The authors conduct 3 experiments using this office 
room model to compare 3 different fenestrations 
assemblies’ schemes under 3 different annual sky 
conditions. The first fenestration scheme (Scheme #1) 
defines a baseline by resorting to a double clear glazing 
with a VT of 65%. Scheme #2 combines the double 
clear glazing (West window) with a glazing assembly 
based on a macroscopic LRCFS optimized for DF, 
illustrated in Figure 5, and described in [11] (South 
window). The LRCFS is a set of equally spaced highly 
specular/reflective blinds (99.3% of reflectance) 
placed between two clear glass panes (VT of 65%). The 
third fenestration scheme (Scheme #3) applies the 
LRCFS based glazing assembly to both windows. 
Experiment #1 compares the 3 schemes in a typical 
overcast annual sky condition represented by the TMY 
data of London, UK (Gatwick airport, latitude - 51.15⁰ 
N, longitude – 0.18⁰ E). Experiment #2 compares the 

schemes in a typical annual clear sky, characterized by 
TMY data collected in Phoenix Sky Harbor 
International Airport, AZ, USA (33.45⁰ N, 112⁰ W). 
Finally, Experiment #3 conducts the comparison in an 
intermediate annual sky situation by using Oakland, CA, 
USA, TMY data (37.72⁰ N, 122⁰ W). 
 

 
Figure 5: Section detail of the LRCFS used in this research and 
previously optimized in [11].  

 
In each experiment the proposed heuristic runs a 
climate-based annual EV, visualizes the frequency of 
events susceptible to glare per direction, selects the 
critical POV/HOY pairs, for the first row and second 
row of sensors separately, to then run a full DGP 
analysis. To better compare the results of each 
fenestration scheme, the proposed tool overlays the 
different radar graphs in each experiment.  
The simulation parameters used in the 3-phase 
method annual simulations follow the LM-83 standard 
recommendations [1]: ambient bounces (−ab) is set to 
6, ambient division (−ad) to 1000, and the direct 
threshold (−dt) to 0. With −dt equal to 0, Radiance is 
forced to test all light sources samples for shadow 
calculation [13]. The parameters of the DGP 
simulations are well above the commercial LRCFSs 
recommendations [14]: −ab 6, −ad to 50,000. 
 
5. RESULTS AND DISCUSSION 
Figure 6, 7, and Table 2 present the results of the 3 
experiments. Figure 6 shows the visualization output 
of the implemented heuristic, i.e. the radar graphs per 
sensor point mapping the frequency of the events 
susceptible to glare for each POV direction. The 
frequencies are normalized for the number of daylit 
hours: 4400 hours in London, 4399 hours in Phoenix, 
and 4392 hours in Oakland. 
Table 2 presents a summary of the relevant 
information used by the proposed tool in selecting the 
POV/HOY pairs that yield high glare potential to then 
conduct a full point-in-time simulations. The last row 
of the table already shows the DGP results for each 
pair POV/HOY selected. Finally, Figure 7 assembles the 
images analyzed by evalglare, delivering information 
on the location of glare sources location, position of 
the circumsolar region, reflections, and other details. 
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Figure 6: Visualization output of the implemented heuristic 
for the 3 locations. 
 
Table 2: Results per sensor of the proposed procedure. 
 

 Experiment #1 -  Phoenix 

 Sensor #2 Sensor #6 

Scheme #1 #2 #3 #1 #2 #3 

Dir. [x,y,z] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] 

Date 
[m.d.h] 

1.5.15 12.30.14 12.30.14 11.27.14 12.30.14 12.30.14 

Date (lux) 4057 3982 3752 8008 8468 7965 

Freq. (EV≥ 

2700 lux)  
84% 76% 76% 72% 64% 59% 

DGP 1.0 1.0 1.0 0.84 0.81 0.65 

 
Experiment #2 -  London 

Sensor #2 Sensor #6 

Scheme #1 #2 #3 #1 #2 #3 

Dir. [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] 

Date  1.15.13 1.7.14 1.21.12 1.12.15 1.12.15 1.12.15 

Date (lux) 10403 6986 7878 18599 15538 16840 

Freq.  65% 53% 53% 47% 42% 39% 

DGP 1.0 1.0 1.0 1.0 1.0 1.0 

 Experiment #3 -  Oakland 

Sensor #2 Sensor #6 

Scheme #1 #2 #3 #1 #2 #3 

Direction [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] [0,-1,0] 

Date  11.19.10 12.22.14 12.22.14 12.22.12 8.1.13 8.1.13 

Date (lux) 4339 4755 4302 9974 7858 7828 

Freq. (EV≥ 

2700 lux)  
81% 73% 72% 64% 59% 54% 

DGP 1.0 1.0 1.0 0.36 0.44 0.45 

 

 
Figure 7: Full DGP analysis for the POV/HOY pairs determined 
by the heuristic. 

 
When compared with Phoenix, London has a lower 
frequency of potential glare events. Table 2 and Figure 
7 show that the selected events for London yield both 
a higher DGP and vertical illuminance levels. The 
analysis of the renders in Figure 7 indicate that one of 
the reasons for this is the higher latitude and a more 
frequent presence of the circumsolar region in the 
South quadrant. Oakland results follow a similar trend 
to Phoenix but with the lowest DGP values. Sensor #6 
at at 2 pm of the 22nd of December reports a DGP of 
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0.36, a value close to the threshold that separates 
perceptible from imperceptible glare (DGP < 0.35).  
Figure 6 shows an expected pattern: the South window 
is the largest daylighting contributor, the Northeast 
corner is the darkest because it is the less exposed, and 
sensor #6 has an asymmetric distribution of potential 
glare events due to the impact of the West window in 
its field-of-view (FOV). Although sensor #1 and #2 have 
similar results, the system selected the south direction 
of the latter because it was the most consistent POV of 
the 3 experiments. In the second row of sensors the 
system selected the South direction of sensor #6 as the 
representative POV because it yields both the higher 
frequency of potential glare events and the highest EV. 
The system also selected the Southwest direction of 
sensor #2, however, due to space limitations, that 
direction was not considered in this study. The radar 
graphs also show the shading impact of adding a LRCFS 
to the windows. Both the frequencies and illuminances 
values lower when the LRCFS is added to the South 
window. Nevertheless, adding the LRCFS to the West 
window does not produce a relevant impact in the 
frequency of events susceptible to visual discomfort. 
The main reason is that the LRCFS was optimized in [11] 
for a South window.  
Finally, a closer analysis of Figure 7 and the EV values 
reported in Table 2 shows that the proposed heuristic 
is able to capture critical events. However, in all those 
events the circumsolar region has a considerable 
weight in the FOV, indicating that there is a bias 
towards low sun angles and clear skies (all the selected 
HOY correspond to clear skies). A further refinement 
of the heuristic should contemplate strategies that 
address events with high potential for glare in hazier 
skies and/or with higher sun angles. 
 
6. CONCLUSION 
This paper demonstrates that by spatial and temporal 
sampling annual EV data it is possible to (i) conduct 
preliminary assessments on glare performance of any 
type of fenestration (ii) find the relevant POV/HOY 
pairs to conduct full point-in-time DGP analysis, and (iii) 
reduce the number of expensive DGP simulations in 
LRCFS visual comfort studies. Although the proposed 
heuristic was able to find critical events, it showed a 
bias for low sun angles of bright and clear skies. The 
authors intend to refine the heuristic to find events 
with high glare potential in a wider range of skies by 
adding/modifying the HOY selection rules. For 
example, a second application of the heuristic could be 
done on hours where the circumsolar region is not 
visible. Finally, the work presented in this paper shows 
that this heuristic has a high potential to be used in 
automated search procedures for daylight-based 
design since it improves the simulation overhead by 
effectively reducing the number of expensive 
simulations used in annual visual comfort studies. 
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ABSTRACT: The modern building industry sends products all over the world to improve building envelope 
performance. Though there are existing standards and tools to evaluate hygrothermal behavior of wall sections 
in different climates, they are often based on different assumptions and provide development teams with different 
insights. This paper attempts to compare the capabilities and limitations of three hygrothermal analysis tools: 
Ubakus, HT Flux, and WUFI. An engineered bamboo wall section with wool insulation that was recently built in 
Washington D.C. is used as a case. The results from the various tools are compared for the different climate zones 
where constituent parts of the building envelope were manufactured as well as the location of final assembly. 
Ubakus and HT Flux results proved remarkably similar with predicted condensation accumulations in the Munich 
climate of .33 and .32 kg/m2, respectively. WUFI results were consistently higher (1.06 kg/m2 in Munch) because 
of differences in computational methods and additional moisture migration factors considered in their model. All 
the applied simulation tools suggest a sufficient potential for dry-out periods within the studied climate regions. 
KEYWORDS: Hygrothermal Simulation, Condensation Risk, Sustainable Materials, Bamboo, Green Building 

 
 

1. INTRODUCTION 
In a globalized economy, new sustainable assemblies 
developed and tested in one climate zone are often 
employed in new markets and environments without 
sufficient hygrothermal evaluation [1]. Thermally 
better performing envelopes with substantially higher 
volumes of insulation are key components of zero-
energy buildings (ZEBs), the global market for which is 
projected to hit 1.3 trillion US dollars by 2035 [2]. As 
certain insulated wall cavities get wider, the 
temperature change that occurs inside the wall section 
increases and can lead to a higher risk of damage from 
condensation [3]. This paper compares three 
simulation tools and approaches that can be employed 
to identify hygric behavior in wall cavities and assesses 
their effectiveness in determining wall system 
suitability in new climates. As an example and case 
study a pre-fabricated bamboo (BamCoreTM) wall 
system filled with wool insulation is modelled and 
analyzed in three different software applications, 
namely Ubakus, HTflux, and WUFI. 
 
2. BACKGROUND 
     The design basis of our chosen simulation case 
study is from the Grass House in Washington D.C. - a 
two story carriage house built with a BamCore shell 
and wool insulation. It is the first BamCore structure 
on the east coast of the US and currently the only one 
built outside of California. The walls were built based 
on a typical 2x6 stud wall cavity dimensions (140mm). 
However, the structural strength of the bamboo 
panels allows for almost stud-less construction and 
therefore significantly reduces thermal bridging. All 
interior wall cavity volumes, except for window 

framing, electrical conduit, and some wood blocking to 
fasten the walls to the foundation, are filled with wool 
insulation as shown in Figure 1. 
 

 
Figure 1: Real wall section cut-out from the Grass House 
showing interior BamCore wall with natural wool insulation. 

 
     There have been several other comparative studies 
in the literature looking at different building 
simulation tools but few of them focus on 
hygrothermal simulation specifically. Crawley et al. 
present an overview of twenty different building 
energy simulation programs of which only BSim 
mentions condensation risk [4]. Delgado et al. wrote a 
book on the application of hygrothermal simulation 
tools in building physics and mention various 
iterations of the WUFI software and several suites that 
employ the Glaser method [5]. Current trends in 
hygrothermal modelling lean towards the integration 
of artificial intelligence in co-simulations that improve 
accuracy and speed up computation rates [6]. This 
paper focuses on more user-friendly tools that could 
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be helpful in both industry and classroom settings alike. 
The work presented here will build upon these existing 
studies by applying hygrothermal simulations to the 
natural building materials required for green building 
certifications.  
 
3. METHODOLOGY  
     For the purposes of modelling, a simplified wall 
section of 32mm BamCore panels on both sides of a 
140mm cavity filled with wool insulation with identical 
material properties was used across all simulations. All 
units are provided in SI format for consistency. In the 
most recent version of WUFI Pro 6.2, the BamCore 

Prime Wall System comes pre-loaded in the default 
material library. HavelockTM loose-fill insulation was 
used in Grass House construction. As fibrous, air-open 
insulation, its hygrothermal properties can be 
assumed similar to other wool insulation, such as Tirol 
Wool ISOTM, which was in the WUFI material library 
and used instead. Furring strips, rain screen, and 
interior/exterior finishes were all left out of the 
simulation. Material property values used in the 
simulations are listed in Table 1.  
 
Table 1: Material property inputs to hygrothermal 
simulations. 
 

Material λ(W/mK) Cp(J/kgK) µ ρ(kg/m3) 

BamCore 0.114 1400 73 551 
TirolWool  0.036 1650 1.8 26.2 
 
where: 

λ … the thermal conductivity in [W/m·K] 

Cp … the thermal capacity in [J/kg·K] 

µ … the  water vapor diffusion resistance 
factor [dimensionless] 

ρ … the density in [kg/m3] 

 

      Simulations were run for three different climates 
starting with regional climates of locations of material 
development and fabrication (Santa Rosa, California 
and Tyrol, Austria) as well as the site of final assembly 
(Washington D.C.). Washington D.C.’s mixed-humid 
climate was approximated with existing data from 
Baltimore, Maryland that was already present in the 
WUFI database. Santa Rosa’s climate and Tyrol’s, 
climate were approximated with Fresno, California 
and Munich, Germany weather data, respectively. For 
Ubakus and HT Flux, which are based on steady-state 
boundary conditions, the 10-year average annual 
temperatures and relative humidity of each region 
during the three winter months (December, January, 
and February) and the three summer months (June, 
July, and August) were identified using historical data 
from the Weather Underground database. The 
corresponding average relative humidity was 
calculated using the average dew point temperature 

and the elevation above sea level. The -5°C and 80% 
relative humidity conditions are the standard values 
employed for Germany and surrounding climates 
under DIN 4108-3 standards and were left unchanged 
for steady state analysis of the Munich climate. Cold-
year weather files from the WUFI database were 
selected for Munich, Fresno and Baltimore and utilized 
directly as inputs for transient analysis. 
 
Table 2: Temperature (T) and relative humidity (RH) values 
used in steady state simulations for respective climate zones 
for winter and summer seasons. 
 

Input Munich Fresno Baltimore 

Winter T/RH  -5°C/80% 10°C/70% 0°C/60% 
Summer T/RH 15°C/70% 28°C/32% 25°C/65% 

     
     Interior temperatures and humidity conditions for 
WUFI simulations were set according to ASHRAE 
Standard 160 for a house with heating only in Munich 
and for houses with heating and air conditioning with 
dehumidification in Fresno and Baltimore. For Ubakus 
and HT Flux, static interior temperatures of 20 ˚C and 
50% relative humidity, which are equivalent to A/C 
controlled interior conditions, were used as per the 
default European standards. 
 
4. RESULTS  
Results across all simulation tools identified a higher 
risk of condensation on the interior side of the exterior 
BamCore panel during winter months. The reporting 
and consequent evaluation of condensation risks and 
an eventual capacity of dry out during summer months 
differed across platforms.  
Overall the hygrothermal performance of this 
simplified building envelope performs quite well. This 
can be attributed primarily to the vapor retarding 
qualities of the BamCore panels. In terms of reporting, 
Ubakus reports the hypothetical condensation 
amount in kg/m2 (due to vapor diffusion only) based 
on the set boundary conditions for 90 days, which is 
the standard procedure to comply with German codes. 
However, HT Flux reports the daily amount of 
condensation assessed in a defined region. This allows 
to compare different areas of risk in a 2-dimensional 
(2-D) setting. To compare results to Ubakus, the 
measured area amounts must be converted to 
equivalent amounts per m2 and then multiplied with 
90 (days). Lastly, WUFI does not directly provide 
amounts of condensation but rather reports the water 
content in different positions of the construction. 
While it is possible to estimate the condensate 
amounts from WUFI results by comparing the water 
content changes over seasons, the process is not 
straight forward as users must read out graphs across 
different periods of time. Furthermore, it must be 
noted that WUFI goes beyond vapor diffusion to also 
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consider capillary action, wetting from rain, and other 
processes, utilizing a transient and not a steady state 
simulation model. Table 3 provides a summary of 
results to demonstrate how changes in climate affect 
the predicted accumulation of moisture in a given wall 
section, and how the effect of changing climate varies 
across different simulation tools.  
 
Table 3: Summary of accumulated condensation predicted by 
various hygrothermal simulation tools. Ubakus and HT Flux 
values are 90-day steady state accumulations.  

 
Software Munich  Fresno Baltimore 

Ubakus 0.33 kg/m2 0.00 kg/m2 0.01 kg/m2 

HT Flux 0.32 kg/m2 0.00 kg/m2 0.09 kg/m2 
WUFI  1.06 kg/m2* 0.54 kg/m2* 0.80 kg/m2* 

* Values from WUFI are peak accumulations above 
BamCore’s 66 kg/m3 built-in moisture and not directly 
comparable to condensation accumulation in other tools. 

 
     Ubakus results show the Fresno climate region, 
where BamCore is manufactured, as having the lowest 
potential for moisture accumulation, and the Munich 
climate region, where Tirol Wool ISO is manufactured, 
as having the highest risk of condensation problems. 
There was zero risk of condensation accumulation in 
the Fresno climate using the Ubakus tool. HT Flux also 
showed zero condensation in Fresno, almost identical 
results in Munich, and a slightly higher amount of 
accumulated moisture in Baltimore. Values from WUFI 
are peak moisture content accumulations above 
BamCore’s 66 kg/m3 built-in moisture content from 
the material database. They are figures specific to the 
external BamCore panel and converted from kg/m3 to 
kg/m2 by multiplying by BamCore’s .032m panel 
thickness. Though the moisture content is higher it 
does not translate directly to condensation risk. A 
moisture content of 66 kg/m3 in the BamCore panel 
corresponds to an 80% relative humidity. Values above 
this level from November through March present risk 
of condensation but summer dry out periods 
compensate and the year over year moisture content 
is shown to decrease across all three climate zones 
showing the drying potential. 
     The following sections will go into more detail on 
the set-up of each simulation in the various software 
suites, the corresponding results, and the notable 
functionalities and limitations that affect their overall 
utility as hygrothermal modelling tools.  
 
4.1 Ubakus 
Of the three tools discussed in this paper, Ubakus is 
the only one accessible through a web application. 
Despite some lingering issues with German to English 
translation (mostly in the included material libraries 
and pop-up dialog boxes), it is by far the easiest to pick 
up and quickly start learning from. Ubakus is based on 

the 1-D steady state solution of thermal flux and vapor 
flux through building enclosures and follows the 
calculation model set forward in ISO EN DIN 6949 (U 
value), DIN 4108-3 (moisture protection) and 
DIN 68800-2 (drying potential).  
The bamboo wall section of the Grass House was first 
modelled for the Munich climate assuming the default 
steady state winter season of 90 days, which when 
following DIN 4108-3 is to be assumed with a 
temperature of -5°C. The thermal gradient of this 
construction is shown in Figure 2.  
 

 
Figure 2: Ubakus simulation results showing dimensional 
inputs and temperature profiles in a Munich, Germany 
climate. These temperatures become the boundary 
conditions for hygrothermal analysis. The thickness of each 
component material is displayed in mm on the bottom. 

 
The graphic results of the Ubakus hygrothermal 
simulation for Munich are shown in Figures 3 and 4. 
The size of the water droplets changes with the 
predicted amount of condensation at a given material 
interface. The 0.33 kg/m2 predicted condensation 
during winter is the highest amongst modelled 
climates but still well below the 1 kg/m2 limit set forth 
in DIN 4108-3. The straightforward graphical 
representation of the condensation risk makes the 
information more accessible for designers and 
architects who may not be accustomed to deciphering 
gradient maps or isopleths. It is immediately obvious 
that there is a risk for condensation as well as some 
indicator for the magnitude and location of the risk.  
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Figure 3: Glaser water vapor diffusion results from Ubakus 
for a Munich, Germany climate with areas of winter 
condensation risk marked by blue water droplets.  
 

     Ubakus also provides estimates for the drying 
potential of the modelled assembly. As Ubakus follows 
DIN standards the drying potential again assumes 90-
day steady state summer conditions, and in our case 
assesses a drying period of 48 days (Drying season 
according to DIN 4108-3:2014-11). It also comments 
on the compliance with DIN 4108-3, which sets the 
maximum allowable amount of condensate at 1.0 
kg/m² if all affected condensation layers are capillary 
open, otherwise it limits the total condensation 
amount with 0.5 kg/m² (e.g. concrete). 
 

 
Figure 4: Ubakus simulation results showing dimensional 
inputs and relative humidity profiles in a Munich, Germany 
climate. The condensation risk is shown on the interior side 
of the exterior panel where the air saturates. Thicknesses are 
displayed in mm on the bottom.    
 
Similar to the previous process when calculating 
condensation amount, we cannot use DIN default 
values for the US climate. Average temperatures and 
humidity calculated in Baltimore summer conditions 
(25°C and 65% relative humidity) result in a very 
different vapor pressure differential than the DIN 
summer conditions automatically assumed in Ubakus 
(which can be compared to 15°C and 70% relative 
humidity). Though drying to the exterior still appears 
to be possible in Baltimore summers, it would likely be 
much less. Potential condensate would still be able to 
diffuse inward to the air-conditioned side of the wall 
as 20°C at 50% RH represents a vapor pressure around 
1200 Pa. Furthermore, any engineer using Ubakus in 
other climates must also consider the risk of summer 
condensation and cannot use baseline results. 
 
4.2 HT Flux 
HT Flux introduces a second dimension to vapor 
diffusion simulation, which opens it up to the 

modelling of more complex geometries of interface 
details. Some interfaces can be areas of concern for 
condensation and moisture build up. In these cases, 
the added 2-D functionality can be valuable. See Figure 
5 demonstrating the 2-D capabilities of HT Flux on a 
window detail. 
HT Flux also presents additional functionality through 
a numerical measurement tool assessing minima and 
maxima of results in regions as well as flux 
accumulations, which can be used to measure 
condensate amounts. As seen in Figure 5, the areas of 
condensation risk are hatched on top of the blue 
region that shows 100% relative humidity. By defining 
a condensation measurement region, the program can 
compute the total amount of predicted condensation 
in that region in grams per day. First, the 2-D 
simulation shows that the condensation amounts on 
the exterior BamCore panel in area close to the 
window sill increase to 8 g/m²·d, which comes to 0.72 
kg/m² over the winter season. While this is more than 
double the amount calculated in the standard regions 
of the wall, it is still an amount that can be absorbed 
and released by the adjacent materials. Second, the 2-
D simulation also shows an area of condensation on 
the bottom of the window. While the amounts are not 
critical, designers will know to use proper materials. 

 

 
Figure 5: Window simulation in a Munich climate displaying 
Glaser 2D water vapor diffusion results from HT Flux with 
total condensation displayed in problem areas.  

 
In general HT Flux provides more control over the 
simulation process and treats the model less like a 
black box than Ubakus. The user must run the thermal 
model first before proceeding to the Glaser 2D 
simulations, which emphasizes the importance of 
understanding the thermal behavior of the envelope 
before attempting to model vapor diffusion. 
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4.3 WUFI  
WUFI (the authors used version Pro 6.2) introduces a 
transient functionality to the hygrothermal modelling 
process that allows a user to better investigate the 
condensation and drying out behavior of a wall section 
over time. Using weather file inputs from a database 
included in the software, WUFI can provide deeper 
insights of how a design will perform in the long run 
even when temporary condensation is occurring 
during certain months. Modelling at least two full 
years (the default is set to three years) allows users to 
predict if a wall with mild to moderate winter 
condensation risk will fully dry out during summer 
months. A fully sinusoidal curve that returns annually 
to its original values is a good thing, whereas a total 
moisture curve that gradually (or rapidly) rises in value 
is cause for concern. As seen in Figure 6, the 
bamboo/wool envelope of the Grass House will be 
exposed to significant moisture but the evaporation 
potential in the summer months provides adequate 
drying through evaporation. There is no accumulation 
of moisture year over year but rather a gradual annual 
decrease in water content. 
 

 
Figure 6: Water content in the exterior BamCore panel over 
a two-year period for the Grass House envelope conducted in 
WUFI Pro 6.2 in a Baltimore climate. 

  

 
Figure 7: Additional monitoring capabilities are available in 
WUFI Pro 6.2. Monitor circled here is placed at the point of 
highest condensation risk. 

 

WUFI essentially conducts a temporal iteration 
automatically by following long-term averaged 
weather input files and displaying several years of 
dynamic moisture results in a given climate. This 
eliminates the need to run separate seasonal 
simulations. WUFI also allows specific property 
monitoring at distinct parts of the wall section. As 
shown in Figure 7, additional result monitors were 
placed at the interface of the Tirol Wool ISO and the 
interior side of the exterior BamCore panel. This allows 
a much more in depth understanding of the material 
behavior at specific areas of concern. Figure 8 displays 
the local temperatures and relative humidity on the 
monitored inner edge of the exterior BamCore panel.   
 

 
Figure 8: Temperature and relative humidity profiles 
monitored at the interior edge of the exterior BamCore panel 
in a Baltimore climate. The initial humidity is high but is 
shown to decrease with summer drying. 

 
5. DISCUSSION 
The fact that many of BamCore’s current projects are 
in a similar climate zone as their fabrication facility in 
Santa Rosa, California—where there is less risk for 
interstitial condensation—could make it very easy to 
underestimate the importance of the material’s 
hygrothermal performance. Fortunately, BamCore has 
put an emphasis on testing their product for moisture 
performance and ensuring that the relevant material 
properties are included in the WUFI database.  
The simulations performed here suggest that 
important lessons can be learned through 
hygrothermal modelling that can help prevent 
material damage from moisture and condensation. 
Ubakus is the easiest to use model and interface. 
Though the modelling process is simplified, it alerts 
users immediately about potential condensation risks. 
However, users outside Germany, who may want to 
utilize the tool in other climate zones, must have a 
thorough understanding of the underlying boundary 
conditions and assessment assumptions (i.e. the 
correlated ISO and DIN Standards) to make correct 
conclusions about condensation and evaporation risks. 
This requires a thorough reading of background 
information, which may not be easy to find and may 
be even harder to comprehend for users new to vapor 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

457 

diffusion processes. Ubakus can help to design 
envelope assemblies to avoid condensation risks from 
vapor diffusion completely, however, there are 
climates and assemblies that may never be without 
risk. It is important to understand the limitations of the 
tool which calculates the drying time and drying 
reserve based on a bulk method for a German climate. 
Extrapolations of what these amounts mean for other 
climates are possible as shown in this paper but 
require a thorough understanding of the underlying 
physical processes.  
HT Flux has a considerably steeper learning curve but 
offers some interface features such as layering of 
drawing components, which can speed up 
comparative assessments. More importantly, due to 
its 2-D capabilities it is designed specifically to tackle 
interface regions, such as windows and corners, which 
can have heightened condensation risk due to the 
impact of thermal bridges. In this respect, HT Flux 
becomes an educational tool as it engages the user by 
providing numerical results that then require 
interpretation and reflection on the underlying model 
and assumptions.  
When it comes to transient analysis needs, WUFI can 
be considered the most comprehensive tool with its 
ability to run simulations in many different climate 
zones using multiple years of weather data. WUFI 
allows designers to assess total water content and its 
inherent risks for each material. This can give 
engineers and architects an important edge when 
dealing with new material compositions in modern 
wall assemblies that have not yet undergone long term 
testing in the field.  
 
6. CONCLUSION 
In general, the dependence on vapor diffusion 
methods in hygrothermal modelling is a concern for 
the sustainable building industry. Tightly sealed 
envelopes in cold climates like Austria and Germany 
where PassivHaus standards were first developed can 
introduce higher risks for condensation. The lower 
heat flux through these enclosures also reduces the 
drying potential in summer months. It should be 
emphasized, that hygrothermal simulation only comes 
into full consideration when enclosure systems are 
built to high standards, i.e. air tight and highly 
insulated as vapor diffusion happens on a much 
smaller and slower rate than uncontrolled bulk 
movement of vapor laden air through cracks. Openings 
such as windows and controlled ventilation are 
different, as they can change the moisture load on the 
interior but typically do not create interstitial 
condensation issues within the enclosure.  
Other areas of concern in transferring simulation tools 
across regions are language barriers and numerical 
unit conversions. Though all these tools have English 
language translations, all three of them were 

developed in German speaking countries and 
translations are not always perfect.  
Current methods for approximating weather 
conditions also rely too heavily on historical data. In an 
era when climate is changing rapidly, and extensive 
research is being conducted to predict changes in 
climate, predictive climate models should be available 
as inputs to both steady state and transient 
hygrothermal simulations. For sustainable building 
designs to meet long term performance goals, 
architects and engineers need to understand not only 
how the envelope will behave in the present but also 
how it is likely to behave in forecasted future 
conditions.  
The last important issue to acknowledge is the general 
lack of hygrothermal material property information 
available for simulation input. For example, the actual 
manufacturer of the loose-fill, natural wool insulation 
used in Grass House construction did not have any 
metrics for their product’s hygrothermal performance. 
This is often because the sales and marketing of 
envelope materials are dominated by cost and thermal 
performance. A greater emphasis on hygrothermal 
characteristics from policy and code/standard 
perspectives may be needed to force manufacturers to 
conduct proper moisture performance testing and 
give engineers the information they need to 
confidently avoid long term damage from 
condensation –regardless of the climate in which final 
construction will take place.  
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Particulate Concentrations in Bedrooms in Airtight Dwellings 
Findings from Eleven Dwellings in Scotland 
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ABSTRACT: Occupant exposure to unhealthy Particulate Matter (PM) in naturally ventilated air-tight dwellings is 
not fully understood. In the UK, past studies have not investigated PM in bedrooms. Yet, PM is considered the most 
toxic pollutant and affects more people than any other pollutant; and bedrooms are the spaces that people 
typically occupy for the longest cumulative periods of their lifetime; with little or no control of ventilation during 
sleep. This paper evaluates monitored PM10 and PM2.5 in the context of occupant health in bedrooms of eleven 
dwellings across Scotland. It focuses on PM2.5, the size associated with greatest impact on health. PM and window 
operation were monitored concurrently. Air-tightness, smoke tests, dwelling inspections, occupant surveys, 
questionnaires, and interviews were also conducted. The results indicate that PM2.5 concentrations were generally 
above the recommended limits by WHO; and potentially unsafe in all the dwellings in the context of the EU-ESCAPE 
study. Bedtime mean concentrations were significantly lower than the 24hr mean, but would also have potentially 
negative health impacts based on the ESCAPE study. This suggests possible health burdens of particulates in 
bedrooms, with continuing construction of air-tight dwellings. Further work is needed on a larger sample of 
dwellings across different seasons. 
KEYWORDS: Particulate matter, air-tight dwellings, bedrooms, occupant health 
 

 

1. INTRODUCTION 
Although appropriate provision of natural ventilation 
could address recent concerns on general indoor air 
quality in naturally ventilated air-tight dwellings, 
occupant exposure to unhealthy indoor particulates in 
such dwellings is not fully understood. In the UK, past 
studies have focussed on comparison between 
particulates in smoking and non-smoking traditional 
homes, which are less airtight; and homes that use 
solid fuels or gas for heating and cooking [1, 2]. Studies 
looking at Indoor Environmental Quality in bedrooms 
have focussed on CO2, RH%, temperature, and mould 
conditions [3, 4, 5]; and left out Particulate Matter 
(PM). Yet, PM is considered the most toxic and affects 
more people than any other pollutant [6, 7]; and 
bedrooms are the spaces that people typically occupy 
for the longest cumulative periods of their lifetime [8], 
with little or no control of ventilation during sleep [9].  
We spend around one-third of our lives sleeping, yet 
little is known as to how human exposure to indoor air 
pollutants during sleep impacts human health and 
sleep quality [10]. Based on a review of the state-of-
knowledge on human exposures to pollutants in sleep 
microenvironments as at 2017, Boor et al. recommend 
that this area should get more attention; and future 
research is needed to fully understand how sleep 
exposures affect human health and sleep quality [10]. 
Outdoor PM2.5 levels in Scotland are relatively lower 
than most regions, but they have been associated with 
significant loss of life. A study on the effects on annual 
mortality of anthropogenic PM2.5 pollution [11], 
showed that in 2010, the deaths of people aged 25+ in 

Scotland, Glasgow City, and Highlands Council were: 
53,800 (1.47%); 6,508 (1.59%); and 2,296 (1.43%) 
respectively. The mean anthropogenic PM2.5 
concentrations were 6.8, 8.3, and 4.3 µg/m3 
respectively. Another study modelled PM levels based 
on measured levels at the nearest stations. It reported 
PM2.5 levels for Glasgow and Inverness as 10-12.5 
µg/m3 and 5-10 µg/m3 respectively [12]. The two cities 
represent the higher and lower sides of the spectrum 
of PM concentrations across Scotland’s urban areas. 

With such low outdoor PM2.5, the “build tight-ventilate 
right” approach advocated by Perera and Parkins in 
1992 [13], would be expected to result in low indoor 
PM levels in Scotland. But how do you “ventilate 
bedrooms right” in the predominantly cold and windy 
climate of Scotland, while asleep? A study of 109 
dwellings showed that majority of people in Scotland 
sleep with their bedroom windows closed in winter, 
and occupants cited weather as the main reason for 
this. 75% of them never opened bedroom windows at 
night, and of them 73% gave the predominant reason 
being weather [14]. 
What has the Scottish govt. done to regulate and 
enforce the “build tight” and “ventilate right” parts of 
the approach? For the “build tight” part, Scottish 
regulations specify a minimum airtightness for new 
houses of 10 m3/(h.m2) @50 Pa; recommend a level of 
5m3/(h.m2), and require Mechanical ventilation if 
airtightness is below 5m3/(h.m2). For the “ventilate 
right” part, the Scottish Building Standards require CO2 
monitors to be installed in the main bedroom in all 
new dwellings since 2015. According to the Scottish 
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Government’s Technical Handbook of 2015, most 
residents have no idea what the air quality in their 
home is, or should be, and don’t know that they need 
to open a window, hence the need for CO2 monitors. 
The impact of such monitors is not known. 
There are no regulated standards for indoor PM in 
Scotland and no health-based standards for most 
Indoor Air Pollutants (IAPs) in homes [1]. The most 
relevant guidance available is by the Dept. for Health 
Committee on the Medical Effects of Air Pollutants 
(COMEAP), Guidance on the Effects on Health of IAPs 
(Dept. of Health, 2004). It provides guidance on NO2, 
CO, Formaldehyde, Benzene and Polycyclic Aromatic 
Hydrocarbons; but none for indoor PM. The evaluation 
in this paper is, therefore, based on UK, EU and WHO 
guidelines on PM [15, 16]; and the EU 2013 ESCAPE 
study, which assessed the health impacts of every 10% 
increase in PM levels [17]. The study involving 312,944 
people in nine EU countries revealed that there was no 
safe level of particulates, and that for every increase 
of 10 μg/m3 in PM10, the lung cancer rate rose 22%. For 
PM2.5 there was a 36% increase in lung cancer per 10 
μg/m3. In a 2014 meta-analysis of 18 studies globally 
including the ESCAPE study data, for every increase of 
10 μg/m3 in PM2.5, the lung cancer rate rose 9% [18]. 

The relative impacts of PM sources and window 
control on PM concentrations is expected to vary 
across meteorological conditions and across homes 
with different airtightness and user actions. Scotland 
is wetter and colder region than the rest of the UK; and 
arguably the windiest country in Europe. The objective 
of the current study was to explore PM2.5 and PM10 
levels in recently built air-tight and naturally ventilated 
bedrooms in Scotland, in the context of occupant 
health. This paper discusses the PM2.5 results only. 
 
2. METHODOLOGY 
2.1 Case Study Dwellings 
Eleven dwellings (D1 to D11 in Figure 1) were selected 
from four developments, all completed between 2010 
and 2012, with a total of 191 dwellings – representing 
diverse demographics, house types, geographical 
spread, and characteristics (Table 1). Development A 
has 20 houses for rent/low cost ownership and 32 for 
the open market. Development B has 34 Sheltered 
housing flats for the elderly (aged 60+). Its Mainstream 
housing has 18 two-storey terraced houses, 54 flats; 
and 11-flats for residents with mental health needs. 
Development C has 16 flats for older people, while D 
has six 1.5-storey houses for older people. 
 

 D1 

          D2 
 

               D3 

 

     D4&D5 

 

          
 

                                    D6&D7 

 

D8&D9 

      D10&D11 

Figure 1: Views and floor plans of the case study dwellings. 
The monitored bedrooms are shaded in grey. 
 

2.2 Collection of Household Data and Monitoring of 
Indoor Air Quality  
A Standard Protocol was used for each dwelling and 
measurement. It included recording of the property 
address and time of arrival. Dwelling information was 
then recorded: (1) Type of Dwelling: Detached, Semi-
Detached, Flat, Numbers of Storeys, units, Bedrooms, 
Occupants, and Construction Type; (2) Room 
Measurements: Length (mm), Width (mm), Height 
(mm), and Volume (m3); (3) Drawings of the shape and 
recording of positions of doors and windows; and (4) 
Photography of: windows and doors – including vents, 
undercuts and obstructions. 
Indoor air quality was monitored concurrently with 
window operation in the bedrooms - all naturally 
ventilated. A portable GrayWolf monitoring kit set 
(Figure 2) was used. Temperature, relative humidity, 
CO2, formaldehyde, CO and PM levels were recorded. 
The monitoring per dwelling was approx. 72 hours 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3573694/#R7
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during weekdays; and conditions were recorded every 
5 minutes. Window opening/closing patterns were 
monitored with wireless contact sensors installed at 
windows, and linked via broadband. 
 

       
Figure 2: Portable monitoring apparatus and installed t-mac 
wireless contact sensors at windows 
 

Residents were informed that: (1) the aim of the study 
was to measure the conditions in the bedroom under 
typical occupation so there was no need to alter their 
normal behaviour; (2) that the equipment would 
measure temperature, humidity, carbon dioxide, 
particulate matter and formaldehyde levels only; and 
(3) there was no noise or video recording. The 
following instructions and questions were issued: 
Windows should remain closed for the duration of the 
monitoring. This represented the typical case of 
windows in Scotland remaining mainly closed at 
bedtime, from late autumn through to early spring. 
Trickle vents should not be adjusted for the duration 
of the monitoring. 
Doors should remain closed as often as possible, 
especially when the bedroom is occupied (to represent 
the typical sleep time closed status [3]). 
Please do not switch off or unplug the recording 
equipment that has been placed in the bedroom.  
When complete, after 48 hours (unless otherwise 
instructed), we will return to collect equipment. 
How many people will occupy the room? Morning, 
Afternoon, Evening, Night. 
If doors can’t remain closed throughout, confirm 
preference in the: Morning (Yes/No); Afternoon 
(Yes/No); Evening (Yes/No); and at Night (Yes/No). 

 
2.3 Air Permeability Testing 
The testing was carried out in accordance with ATTMA 
(Air Tightness Testing and Measurement Association) 
TS1 (Technical Standard for air permeability testing of 
dwellings) which is broadly based on BS EN 
13829:2001. The following points summarise the 
methodology for each test: 
The building was measured to determine floor area, 
building envelope area, and volume. 
All trickle vents, windows, and external doors were 
closed; none were sealed. 
Table 1: Characteristics of households & occupancy patterns 

 Dwelling/Households** 

 D
1 

D
2 

D
3 

D
4 

D
5 

D
6 

D
7 

D
8 

D
9 

D 
1
1 

House type           

Semi Detached  ✓  ✓ ✓      

Terraced ✓     ✓     

Flat/Apartment   ✓    ✓ ✓ ✓ ✓ 

Householders           

Children (00-14 yrs.) 4 0 0 1 0 0 0 1 1 0 

Youth (15-24 yrs.) 1 2 2 0 1 0 0 0 0 0 

Adults (25-64 yrs.) 1 1 0 2 2 0 1 2 2 0 

Elderly (65 + yrs.) 0 0 0 0 0 2 1 0 0 1 

Occupancy patterns* d A b e b d e a e d 

Fuel           

Gas cooking    ✓ ✓      

Electricity cooking ✓ ✓ ✓   ✓ ✓ ✓ ✓ ✓ 

Gas heating - water ✓ ✓  ✓ ✓ ✓ ✓    

Electr. heating– water        ✓ ✓ ✓ 

Solar heating – water      ✓ ✓ ✓ ✓ ✓ 

CHP heating - water          ✓ 

Communal biomass 
heating - water 

  ✓        

Gas heating – space 
(in D3, gas is back-up) 

✓ ✓ ✓ ✓ ✓ ✓ ✓    

Electr. heating - space        ✓ ✓ ✓ 

Communal biomass 
heating - space 

  ✓        

Ventilation           

Windows ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Trickle vents    ✓ ✓      

Extracts           

   Kitchen ✓   ✓ ✓      

   Bathroom    ✓ ✓      

Smoking ✓   ✓       

Pets (cat = c, dog = d) c
d 

D  d       

*Typical domestic occupancy categories in UK [19]: (a) Short 
Occupancy A: Adults working externally and sch. age 
children. Weekday: All absent-08:30-16:00 Weekend: All 
absent-10:30-16:00; (b) Short Occupancy B: Adults working 
externally / all with full time jobs. All absent - 08:30 - 18:00 
(4 days a week) or 08:30 to 21 (3 days a week). House 
partially occupied when at home; (c) Partial Occupancy: One 
or more residents with part time jobs. House unoccupied 
09:00-13:00; or House unoccupied 13:00- 18:00. House 
partially occupied when at home; (d) Home stay A: Retired 
(over 65) / Family with small children. House occupied all day. 
All areas of occupied when at home: (e) Home stay B: 2 
adults one stays at home during the day. House occupied all 
day. House partially occupied all day. **Dwelling 10 not 
included, has 1 adult householder and pattern (d) 
 

Internal doors were propped open. 
Mechanical ventilation was sealed and switched off 
where applicable. 
A portable fan and frame were installed in the front 
entrance door, creating an airtight seal. 
Infrared thermography was undertaken to detect 
areas where infiltration paths could exist. 
The building was depressurised to an internal/ 
external pressure difference of at least 50Pa. 
Infrared thermography was undertaken to detect 
possible infiltration paths. 
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A series of air flow measurements were recorded at 
varying indoor/outdoor pressure differentials. 
The fan was set to pressurise the building to an 
internal/external pressure difference at 50Pa. 
A series of air flow measurements were recorded at 
varying indoor/outdoor pressure differentials. The 
results were computed through regression analysis of 
the recorded measurements.  
 

 

 

 

Figure 3: Air Pressure Testing fan in dwelling door (left); and 
air leakage smoke tests at windows, pipe routes etc. 

 

  
Figure 4: All trickle air vents, mechanical air vents, and 
kitchen hoods were sealed off; mechanical ventilation air 
ingress and egress points were also sealed and the systems 
switched off before air pressure and air leakage tests. 

 

3. RESULTS AND DISCUSSION  
The air tightness results confirmed that the dwellings 
were tight enough to rely on windows as the main 
ventilation route. Five dwellings (6 for the second test) 
had tightness below 5m3/(h.m2) - the threshold below 
which a whole house mechanical ventilation should be 
installed under current Scottish Standards. Of the five, 
D4 & D5 were designed to be less airtight. The 
designers thought these dwellings didn’t require 
Mechanical Ventilation. The airtightness results, 
however, suggest that their natural ventilation using 
background ventilators is insufficient. 
 

 
Figure 5: Comparison of first and second air permeability test 
results at 50Pa (m3/(h.m2) across dwellings. 

In the context of the ESCAPE study, the PM2.5 
concentrations in majority of the eleven monitored 
dwellings would affect occupant health negatively. In 

the context of the WHO guidelines, seven had mean 
PM2.5 concentrations above the recommended 24-hr 
mean (25µg/m3). For sensitive groups (children & the 
elderly), of the five dwellings with elderly 
householders, two had PM2.5 concentrations over 
25µg/m3, one with exactly 25µg/m3, and two had over 
50µg/m3 (Figures 6 & 7). Three dwellings with children 
had PM2.5 levels above the WHO guidelines. The 
analysis focusing on bedtime concentrations, when 
occupants were sleeping, shows concentrations of 
PM2.5 below WHO guidelines (Figures 6 & 7). However, 
their concentration levels would have negative health 
impacts in the context of the ESCAPE study. WHO also 
states that there is no established threshold for safe 
levels of PM2.5. All dwellings had some level of PM2.5 
and none could therefore be said to be safe. This is 
against the relatively low background outdoor PM2.5 
(Table 2) measured at Scottish Air Quality monitoring 
sites nearest to case study dwellings [20]; and 
calculated PM2.5 using the Pollution Climate Mapping 
model [21]. For 2014, the year of monitoring the 
dwellings, the mean background PM2.5 in Scotland 
calculated with the model was 5.9 µg/m3. All levels 
across the sites, except for Feb. at Broxburn, meet the 
target upper limit of 10 µg/m3 set by the Scottish 
Government. 
 

Table 2: Mean monthly outdoor PM2.5 concentrations in 
µg/m3 at sites near the case study dwellings (averaged data 
from 2007 to 2018 available at scottishairquality.co.uk [20]. 
Dwelling
s 

Nearest 
Site(s) Ja

n
 

Fe
b

 

M
ar

 

A
p

r 

M
ay

 

Ju
n

 

Ju
l 

A
u

g 

Se
p

 

O
ct

 

N
o

v 

D
e

c 

D1 to D3 Inverness 8 8 8 6 5 5 5 4 5 6 7 8 
D4 & D5 Broxburn 9 10 9 8 7 8 5 3 6 5 7 8 
D6 & D7 Waulkmillgle

n  
6 6 6 6 6 7 4 3         

D8 to D11 Byres road 9 8 9 8 9 9 6 5       8 
D8 to D11 Townhead 8 7 8 8 8 7 6 6 9 8 7 7 

 

When plotted together, the air permeability and PM2.5 
results suggest a potential relationship between the 
extent of uncontrolled air leakage (infiltration) 
through the building fabric with the concentrations of 
PM2.5. They show that, generally, the leakier the 
dwelling, the less the PM2.5 concentrations (Figure 6). 
 

 
Figure 6: Air permeability and mean PM2.5 concentrations for 
the monitored period. 
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Figure 7: PM2.5 concentrations and number of householders 
per dwelling for the monitored period. 
 

The number and age of householders, and 
consequently the level of human activity, seem to have 
the greatest influence on indoor PM2.5. In all but one 
of the dwellings with over two householders, PM2.5 

levels were above the WHO guidelines. Two dwellings 
located within one development, one with a couple in 
their sixties and the other with a couple in their 
seventies, were within the guideline levels. Only one 
dwelling (D10) with a single householder had 
concentrations above the guideline levels, and this is 
only slightly above. It is a flat located along a busy road. 
This suggests that such a location has the potential to 
contribute to higher indoor PM2.5. 
Dwelling D11, on the same block and location as D10, 
was monitored after being vacant for some time; to 
test the impact of being unoccupied and window 
operation. Windows were left closed for the first half 
of the monitoring period, and then opened for the 
second half. The results (Figure 8), show that its PM2.5 
concentrations increased and became more variable 
when the window was opened. Even then, its peaks 
did not reach the WHO guideline (25µg/m3); and 
overall, had the lowest PM2.5 across all dwellings 
(Figure 9). Although proximity to the busy road may 
influence PM levels, overall, there seems to be a 
stronger association between the number of 
householders and indoor PM2.5 levels than between 
proximity to the road and indoor PM2.5 levels. PM10 
varied more than PM2.5 when windows were open. 
 

 
Figure 8: PM2.5 concentrations in unoccupied bedroom with 
windows left closed (shaded) and then left open. 
 

The patterns of particulate levels measured across the 
dwellings suggest indoor and outdoor sources of PM2.5. 
When CO2 is considered as an occupancy indicator, 

there was no clear evidence to determine whether the 
presence of occupants in bedrooms increased 
PM2.5. An inverse relationship between CO2 levels and 
PM2.5 concentrations appears to happen at night in 
some dwellings. A rise in CO2 is accompanied by a drop 
in PM2.5, when occupants have slept - presumably 
when the particles have settled. This was the case in 
dwellings D4, D5, and D6; but there was no clear 
relationship in the other dwellings (Figure 9). This 
suggests that, although CO2 may predict ventilation 
and indicate occupancy, it may be a poor predictor of 
PM2.5 in bedrooms. Although PM2.5 was measured in 
series instead of concurrently, Figure 9 shows the 
potential for dwellings in one location to have 
significantly different levels of indoor PM2.5. 
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Figure 9: CO2 against PM2.5 levels. Dwellings at each site are 
plotted together. CO2 is also an indicator of ventilation for 
the monitored period. 
 

In the context of Scotland, a wet and windy country 
with cold climate, it may be more important to control 
exposure to internal than external PM2.5. While 
Scotland’s rainy weather and dispersion by wind may 
partly explain the low outdoor PM2.5 at the sites in 
Table 2, it’s many hills and valleys could also impede 
PM2.5 dispersions. Scotland’s high rainfall and low 
annual temperature keep people indoors for much 
longer than outdoors, with closed windows. Yet, the 
government focuses on exterior PM2.5 reduction, 
despite meeting it’s target outdoor mean PM2.5 of 
10µg/m3 at most of the monitoring sites e.g. in Table 
2. There are no set targets for indoor PM2.5. 
 

4. CONCLUSIONS 
PM2.5 levels in the eleven dwellings were generally 
above the set limits by WHO; and not safe in all the 
dwellings in the context of the EU ESCAPE study. With 
PM2.5 in over half of the dwellings exceeding the WHO 
48hr mean standard, the results suggest that the 
health burden of PM2.5 in bedrooms could be 
significant. Since the dispersion of external PM2.5 is 
expected to be high in Scotland, indoor PM2.5 levels 
may be higher in less windy contexts. The bedtime 
levels were significantly lower than the 24hr mean 
levels, suggesting that using a 24hr mean may be 
misleading, if occupancy patterns are not taken into 
account. The bedtime indoor PM2.5 levels were higher 
than the typical outdoor PM2.5 across Scotland. Since 
the influence of outdoor PM2.5; and disturbance of 
settled indoor PM2.5 by occupants is expected low at 
bedtime, this suggests a need to commit efforts in the 
control of sources and levels of indoor PM2.5; and to 
review regulations and enforcement of existing 
airtightness and ventilation standards. The results 
suggest clearer relationships between the number of 
householders and PM2.5; and between air tightness and 
PM2.5; than between occupancy and PM2.5. Further 
work is needed on: (i) how indoor PM2.5 could be 
managed; (ii) how occupants could be informed of 
indoor PM2.5 – an invisible pollutant; (iii) measures that 
architects could integrate in the design and planning 
of dwellings to control bedroom PM2.5; and (iv) 
monitoring a larger sample of dwellings, with repeat 
measurements at different seasons. 
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Temperature-Rise in Rooms Adjacent to Kitchen:  
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ABSTRACT: In urban apartment buildings in hot humid climate, kitchen heat causes unwanted temperature-rise in 
the surrounding rooms. This paper aims to identify effective apartment room layout patterns that help to reduce 
this unwanted temperature-rise. After reviewing more than hundred floor plans of apartment buildings in Dhaka 
city, the following common patterns have been identified – bed room and kitchen are separated either by a 
common wall or by a buffer space; dining room those are next to kitchen either has cross-ventilation, single-sided 
ventilation or no ventilation at all. Three apartment buildings have been identified where all these patterns exist. 
Both field measurements and computer simulations were carried out to study these buildings. This study initially 
assumed that, compared to a common wall, a buffer space would perform better in reducing the unwanted 
temperature-rise. However, no significant difference has been identified in this study. This study found that the 
unwanted temperature-rise in the dining room is minimized when it is cross-ventilated. The unwanted 
temperature-rise in dining room is highest when it is surrounded by other rooms. The unwanted temperature-rise 
in dining room stays in-between the previous two levels when the dining room has single-sided ventilation. 
KEYWORDS: Kitchen, Temperature-rise, Ventilation, EnergyPlus 

 
 

1. INTRODUCTION  
Previous Research has found that kitchen air 
temperature can get more than 5.5oC above the 
comfort level [1]. In urban apartment units, due to 
compact room layout, this additional heat causes 
unwanted temperature-rise in adjacent rooms. 
Existing literature states that to exhaust kitchens’ heat 
and pollutant, a kitchen should be a detached 
component of a house. It also admits that this 
detachment is not pragmatic in urban apartments due 
to space scarcity [2]. Unfortunately, literature 
regarding alternative options for placing kitchens in 
urban apartments is scarce.  
The literature review done for this paper could not 
identify such researches yet. The majority of the 
researchers studied kitchen mostly in terms of air 
quality [3 & 4], pollution control [5], health hazard [2], 
ventilation strategies [4], and thermal comfort within 
the kitchen itself [6]. None of these researches had the 
scope or intention to study the impact of room layout 
pattern in reducing unwanted temperature-rise in 
adjacent rooms due to their close proximity to kitchen. 
Therefore, research on “layout pattern of kitchen and 
adjacent rooms for apartment design” requires much 
attention. 
 
2. RESEARCH OBJECTIVES 
The primary objective of this study is to identify 
effective apartment room layout strategy to minimize 
unwanted temperature-rise in rooms those are 

adjacent to kitchen. In particular, dining room and bed 
room have been the subjects of the investigation.  
 
3. METHODOLOGY 
This study aims to achieve its objective through the 
following three steps – a) identify kitchen and adjacent 
room layout typologies among existing apartments in 
Dhaka city, b) for each type, for a brief period of time, 
record temperature data in representative apartment 
unit using HOBO data logger, c) perform room 
temperature simulations for the selected apartment 
units using EnergyPlus simulation tool. The measured 
and simulated data are then examined to identify 
effective strategies for layout of kitchen and adjacent 
rooms in an apartment unit. In the following 
paragraphs, each step is discussed. 
For the first step, a total of one hundred 3-bedroom-
apartment plans have been collected. It has been done 
through an open call to the student body of North 
South University Architecture department. It allowed 
covering apartments from almost all corners of the city. 
However, out of these hundred plans, fifty five plans 
found to have enough details for further review. It has 
been found that kitchens are invariably surrounded by 
at least a bed room and dining room. For bed rooms, 
two major typologies have been identified from these 
plans – i) in thirty four plans, kitchen and bed room are 
separated by a buffer space like toilet or store room, 
and ii) in twenty one plans, kitchen and bed room are 
separated by a common wall. For dining room, three 
layout strategies have been identified – i) dining room 
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entirely surrounded by kitchen and other rooms that 
is dining room with no ventilation; ii) dining room with 
single-sided ventilation, and iii) dining room with cross 
ventilation. 
For the second step, all fifty five apartment units were 
approached to get permission for field measurement. 
Due to security and privacy issue, only eleven 
apartment units’ owners allowed the author to 
perform the measurements. For each of these 
apartment units, three U12-013 HOBO Temp/RH/2 
External Channel Data Loggers were employed to 
record temperature data simultaneously. One was set 
close to the gas burner, at five feet height on the wall 
and the other two were set at the similar height on a 
dining room wall and a bed room wall. The walls were 
selected based on their close proximity to the kitchen. 
During recording field measurement, it was observed 
that the studied apartments varied in terms of number 
of occupants as well as the gas burner operating hours. 
For these reasons, EnergyPlus simulation found to be 
an effective alternative to the field measurements 
where the selected apartment units could be 
simulated and compared for a consistent context. 
For the third step, out of the eleven units, three 
representative units were chosen for simulation. Plan-
A (Figure 1), Plan-B (Figure 2) and Plan-C (Figure 3) are 
the selected apartment units for EnergyPlus 
simulations. EnergyPlus uses Airflow Network model 
for natural ventilation simulation. According to Lixing 
Gu (2007), EnergyPlus’s airflow network model was 
validated against measured data from both the Oak 
Ridge National Laboratory (ORNL) and the Florida Solar 
Energy Center (FSEC) (Gu, 2007). Although 
Computational Fluid Dynamics simulation is a much 
more rigorous approach for ventilation simulation, this 
study chose not to use it due to unavailability of such 
tools. The selected simulation parameters are stated 
in Table 1. 
 
Table 1: Some selected simulation parameters for all three 
apartment units 
 

Parameter Descriptions 

Solar 
distribution 

Full exterior and interior 

Ext. Wall 10 inch brick with both side plaster 

Int. Wall 5 inch brick with both side plaster 

Window 6mm single pain clear glass window 

Reporting 
schedule 

April 5th, the hottest day in the 
weather file used by EnergyPlus. 

Occupants 
schedule 

Five persons for dining room, two 
for kitchen and two for bed room. 
Their detailed schedules are not 
attached. 

Kitchen gas-
burner schedule 

Until 7:00 – 0, Until 9:00 – 1, Until 
11:00 – 0, Until 14:00 – 1, Until 

19:00 – 0, Until 22:00 – 1, Until 
24:00 – 0 

Electric Lighting 
schedule 

For dining room with no ventilation: 
Until 24:00 – 1. For all other spaces: 
Until 6:00 – 0.05, Until 8:00 – 1, 
Until 17:00 – 0.05, Until 24:00 - 1 

Ventilation 
schedule 

Through: 3/31, until 24:00 – 25.55; 
Through: 10/31, until 24:00 – 21.11; 
Through: 12/31, until 24:00 – 25.55; 

 

 
Figure 1: Plan-A where dining room has no direct ventilation 
and bed room is next to kitchen without any buffer space 
 

 
Figure 2: Plan-B where dining room has cross ventilation and 
bed room is next to kitchen without a buffer space 
 

 
Figure 3: Plan-C where dining room has single-sided 
ventilation and bed room and kitchen are separated by a 
buffer space 
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4. RESULTS  
Out of the three representative apartment units 
mentioned above, field measurement data of Plan-A 
was unable to retrieve from one of the data loggers. 
Data measured in Plan-B and Plan-C are also not 
comparable as they were measured on different dates. 
To accommodate the apartment owners’ convenience, 
Plan-B was measured on November 15 and Plan-C was 
measured on April 4. However, temperature 
difference measured in kitchen, bed room and dining 
room within an individual unit depicts specific patterns. 
It is evident in Figure 4.  
 

Plan-B 

 
Plan-C 

 
Figure 4: Field measurement of dry bulb temperature (Co) in 
Plan-B (top) & Plan-C (bottom)  

 
Figure 4(top) shows the temperature difference 
observed in Plan-B. It shows that temperature 
difference between kitchen and dining room is almost 
similar to the temperature difference between kitchen 
and dining room. Figure 4(bottom) shows the 
temperature difference observed in Plan-C. Here, the 
bed room experiences lower temperature than that of 
the dining room.  
In Plan-B (Figure 2), both bed room and dining room 
are separated from kitchen by common walls. In Plan-
C (Figure 3), dining room is separated from kitchen by 

a common wall but bed room is separated from 
kitchen by a buffer space. Therefore, results shown in 
Figure 4 could be used to make the following argument 
– temperature-rise in the kitchen-adjacent room is 
minimized when kitchen and the room are separated 
by a buffer space. 
However, to critically examine the cases, other 
variables like weather, uniform gas burner operation 
schedule had to be considered. For this purpose, all 
these three cases were simulated in EnergyPlus. The 
simulation results are shown in Figure 5. It represents 
indoor temperature of April 5th as well, the hottest day 
of the year according to the used weather file. 
 

Plan-A 

 
Plan-B 

 
Plan-C 

 
Figure 5: Temperature (Co) simulation results of Plan-A(top), 
Plan-B(middle) & Plan-C(bottom) 
 

From Figure 5(top), it is clearly evident that in Plan-A 
(Figure 1), the dining room which has no ventilation 
potential, experiences same temperature swing as it is 
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evident in the adjacent kitchen. Moreover, its 
temperature is most of the time higher than the 
kitchen. Surprisingly the bed room next to kitchen, 
although having no buffer space in between, 
experiences better temperature pattern all day long. 
One assumption was that cross ventilation 
opportunity of the bed room due to its bilateral 
windows helped in reducing its temperature.  
Figure 5(middle) shows temperature pattern in Plan-B 
(Figure 2). Both the bed room and the dining room are 
separated from kitchen through common walls. None 
of them have buffer space in between. Therefore both 
were expected to have similar temperature pattern 
like the kitchen. However, for the majority of time, the 
bed room experiences higher temperature than both 
the dining room and the kitchen. The single-sided 
ventilation of the bed room might be the reason for it. 
Surprisingly, both dining room and the kitchen 
experiences lower temperature pattern like the 
outdoors. The cross ventilation potential might be the 
reason for it. From the weather data, it is found that 
on the studied day, air flows from south all day long. 
Therefore, the dining room is expected to have cross 
ventilation from south to north end; the kitchen is 
expected to have cross ventilation from its south 
facing door through its north facing window.  
Figure 5(bottom) shows that the bed room 
experiences better temperature compared to the 
other two. It might be because of its separation from 
the kitchen by a buffer space and it has cross 
ventilation potential from its bilateral windows. The 
dining room is separated from kitchen through a 
common wall. Besides it has only single-sided 
ventilation potential. Therefore, it experiences higher 
temperature than the other two. However, it is not 
clear why kitchen, although having single-sided 
ventilation opportunity, experiences lower 
temperature than the dining room. 
To examine the expected impact of cross ventilation 
mentioned above, all the plans had to be simulated 
further.  
 

 

Figure 6: Comparison of bed room temperature between 
cross-ventilated and single-sided ventilated situation  

 
First, benefit of cross-ventilated bed room in Plan-A 
was studied. Two sets of simulations were carried out. 
In one simulation, both bed room windows were kept 
open; in another simulation, only one bed room 
window was kept open. The results compliment with 
the assumption made in previous paragraphs. Bed 
room experiences lower temperature when it is cross 
ventilated. It experiences bit higher temperature 
when it has single-sided ventilation. It is shown in 
Figure 6. A temperature-rise of 1.5oC has been 
observed when one of the windows were kept closed. 
The simulations referred in Figure 5 were performed 
with bed room doors being closed from the dining 
room. It was intended to simulate times when privacy 
is ensured. However, bed room doors are seldom kept 
open towards dining room especially when dining 
room has no exterior walls to have ventilation. To 
examine such situation, Plan-A, where dining room has 
no exterior wall, was again simulated with bed room 
doors being kept open. The results are shown in Figure 
7 (top).  
Figure 7 (Top) shows that when bed room door is 
closed, the bed room is cooler and the dining room is 
warmer. The situation reverses when the door is 
opened. While bed room door is closed, the dining 
room does not have ventilation option other than 
through kitchen door. Therefore, dining room 
experiences the highest temperature, even sometimes 
higher than the kitchen. At the same time, bed room 
remains cooler since it is not getting any convective 
heat transfer from kitchen via the dining room. A close 
review of the data reveals that the bed room gets up 
to 2.7oC warmer when the door is opened towards the 
dining room. Similarly, the dining room also gets up to 
2.8oC warmer when the dining room has limited 
ventilation option due to bed room door being closed.  
This same investigation was performed for Plan-B and 
Plan-C to see the temperature pattern in dining room 
under both cross ventilated and single-sided 
ventilation situations. Plan-B simulation results (Figure 
7-middle) shows that temperature in dining room 
remain unchanged whether bed room door is closed 
or not. It is because the dining room is cross ventilated. 
However, when the bed room door is open, the bed 
room gets much warmer due to possible convective 
heat transfer from the kitchen. Up to 2.2oC  

temperature-rise has been observed.  
Plan-C has dining room that has single-sided 
ventilation option. Besides, its bed room is separated 
from kitchen by a buffer space. Figure 7 (bottom) 
shows that bed room experiences lower temperature 
when the door is closed. If the door is opened up 
towards dining room it gets up to 1.7oC warmer. The 
dining room gets benefitted when the door is open. 
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Compared to a closed bed room door situation, open 
door situation allows up to 0.9oC lower temperatures. 
However, this temperature reduction is not as 
significant as it is in Plan-A since temperature is 
already reduced due to its single-sided ventilation 
option. Therefore, it is evident that dining room must 
have cross ventilation or at least one exterior wall to 
have single-sided ventilation opportunity. Otherwise, 
the bed room has to leave its door open which would 
result in unwanted temperature-rise in the bed room. 
 

Plan-A 

 
Plan-B 

 
Plan-C 

 
Figure 7: Comparison of temperature (Co) in all three plans 
for two situations – doors kept open & close 
 

5. DISCUSSION 
Examination of the above mentioned results could be 
summarised like the following. Dining rooms are more 
vulnerable to kitchen heat than bed rooms. It is 
because, in all the studied plans, it is directly 
connected to kitchen through both a common wall and 
a common door. A cross ventilated dining room found 
to be the best strategy to address this difficulty. Dining 
room without ventilation to outside is the worst case. 
It has been observed in Figure 7 (Top) which 
represents Plan-A. Single-sided ventilation found to be 
a better option than a no-ventilation case but it is not 
as effective as cross-ventilation. 
The results for bed room are not what it was expected. 
Bed room’s proximity or its separation strategy from 
kitchen found to be insignificant in terms of kitchen 
heat transfer. Rather bed rooms’ physical connection 
to kitchen heat through door opening found to be 
significant. An in-between buffer space was assumed 
to be a better strategy than an in-between common 
wall. However, plan-A and Plan-B simulation results 
show that the common wall between kitchen and the 
studied bed room have least impact when door is 
closed. When door is open, bed room in Plan-A gets 
higher temperature but the bed room in Plan-B is 
unchanged. It is because, in Plan-A, kitchen heat is 
trapped in the unventilated dining room hence the 
heat enters into the bed room.  On the other side, 
kitchen heat did not get a chance to stay in the cross-
ventilated dining room hence no heat entered through 
the bed room door. 
So, this study concludes that during apartment design, 
caution should be taken in providing dining room in 
the plan. Cross-ventilated dining room should be the 
first target. If not, at least single-sided ventilation 
option must be there. In no case, dining room should 
be surrounded by other rooms. 
 

6. CONCLUSION 
This paper investigated kitchen and surrounding room 
layout of apartment design to identify effective ways 
to mitigate kitchen generated heat. Reviewing more 
than hundred apartment plans, the following patterns 
have been identified – bed rooms are separated from 
kitchen either by a common wall or a buffer space; 
dining room next to kitchen have either cross-
ventilation, single-sided ventilation or no ventilation. 
Three apartment buildings were identified where all 
the patterns exist. Both field measurements and 
computer simulations have been carried out. A buffer 
space between kitchen and bed room was assumed to 
be a better option but the study results do not agree 
to it. The common wall found not to be the reason for 
temperature rise in bed room rather temperature rises 
when bed room door is open. Impact of kitchen heat is 
minimized when dining room has cross ventilation 
option. In no case, dining room should be surrounded 
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by other rooms. If not, at least single-sided ventilation 
option must be there.  
 
7. LIMITATION & FUTURE WORK 
The selected apartments were simulated following 
their original orientation. Orientation variation has not 
been explored and will be carried out in future 
research. Due to unavailability of CFD tool and access 
to powerful computational resources, both 
temperature and air flow patterns have not been 
examined. Upon receiving such resources, this will be 
carried out in future. 
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ABSTRACT: This paper focuses on the trends of 24/7 occupied IT offices in the Northern part of India. The rise of 
the IT Industry in India has resulted in an adaptation of the office spaces to the international trends of constructing 
glass box with deep plans and high glazing ratios coupled with aluminium composite panels with less 
considerations to the environmental and occupant needs. Such buildings are invariably dependant on air 
conditioning which results in huge energy expenditure. Fieldwork and Survey conducted for analysis illustrate the 
trends of the building typology which can be used as a basis for potential design solutions for IT offices being 
constructed in Delhi NCR by understanding the factors affecting the high energy demands and the spatial 
relationships. 
KEYWORDS: Energy Use Intensity (EUI), Occupancy, Cooling Set point, Equipment, IT Office 

 
 

1. INTRODUCTION  
Post Globalization, India has experienced a 
tremendous growth of the tertiary sector, which 
burgeoned the demand for new office spaces. The 
Information and Technology (IT), Industry has been at 
the fore front of the demands with about 70% of the 
offices that are being developed are occupied by them. 
[1] As per the report published by BEE (Bureau of 
Energy Efficiency, Government of India), the building 
sector is growing rapidly in India. Offices are 
developing at a rate of 8% annually and it is projected 
to reach approximately 20000 million sqm by 2030.[2] 
Moreover, Gurgaon and Delhi NCR have the highest 
preference for the development of IT and SEZ spaces, 
accounting for almost 60% of the total spaces. 
Setting up global companies and the drive to compete 
with developed nations, glass boxes with deep plans 
have become synonymous with the IT industry. Such a 
drive to achieve visual cohesion and standardized 
indoor environment for a workspace has resulted in a 
heavy reliance on mechanical conditioning and 
artificial lighting, to maintain a reasonable operating 
condition, which results in higher energy demands. 
The extensive financial capabilities of the IT firms 
usually condone the dearth of consideration of energy 
consumption by the designers.  
Green rating systems plays a crucial role in the design 
of IT offices. Designers and developers seek a 
certification merely for its cachet, rather than 
designing to achieve occupancy driven design. For 
instance, The DLF Infinity Towers in Gurgaon is a LEED 
Silver certified building. However, the building scores 
extremely low for its Indoor Environmental Quality, 

due to lack of provision of thermal or lighting control 
to the occupants. Even in terms of daylighting the 
building does not meet the benchmark. [3] Such facts, 
stimulate a sceptical view on the approach towards 
sustainability.  
In India, IT industry is dominated by two major 
components: IT services and business process 
outsourcing (BPO). Majority of the companies are from 
United States, Japan and United Kingdom. This 
requires a 24-hour operation of the office to cater to 
the different time zones. Various offices have different 
considerations for specifying their schedules and thus, 
this diversity in the scheduling is a challenging aspect 
for environmental considerations. 
A 24/7 IT office is structured into 2 main operational 
divisions known as the Off-shore Development Centre 
(ODC) and the financial centre. The morning shift has 
operations in the ODC and the financial centre. The 
intermediate and night shifts have operations 
primarily in the ODC space.  The ODC spaces are 
typically designed with an extremely high occupancy, 
resulting in high internal loads as these are usually 
accompanied by excessive equipment usage. Figure 1 
shows the layout of a floor space occupied by Infosys 
in DLF building 6, Gurgaon. 
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Methodology  
The starting point of the research was the fieldwork 
and a pilot survey to understand the behaviour and 
comfort of the occupants in the IT offices. Energy bills 
were acquired and compared with the benchmark that 
was set by the Bureau of Energy efficiency in India. 
Further analysis was carried out by generating a 
thermal model for one of the office spaces that was 
calibrated against fieldwork data. The model was 
manipulated to infer the impact of various corrective 
measures, such as the cooling set point, density of 
occupation, and material specifications on the overall 
cooling loads of the office spaces.  
The next step was to check the impact of glazing ratios 
and orientations in terms of daylight levels and 
thermal performance through computer simulations. 
Radiance and Honeybee software were used for 
daylight simulations, with OpenStudio and Energy Plus 
for thermal simulations. Based on the analytical work, 
a design proposal has been developed with passive 
strategies to accommodate a 24/7 operating culture 
with a lower Energy usage.  
 

2. FIELDWORK AND SURVEY  
A survey was conducted to observe the work 
environment and Indoor Environment Conditions as 
per the occupants. The survey conducted was 
primarily focused on 3 parameters: 
Office Size 
Operational Hours and Occupancy Pattern 
Equipment usage 
 
2.1 Office Size 
The size of an IT office depends on the kind of the 
space it is occupying. On an average the size of an IT 
office is about 300 employees, with 35% of the 
responses stating the number of employees being less 
than 200. But, there are companies that take up a 
bigger office space as well and from the survey about 
9% of the responses stated that their offices to have 
more than 800 employees. 

 
2.2 Operational Hours and Occupancy Pattern 
The survey revealed that in an IT office, the employees 
usually work for 9 hours, 5 days a week. (Figure 2). One 
important factor is the break timing. The US 
Department of Energy(DOE) suggests a fixed break 
timing for an hour from simulation purpose. But, from 
Figure 2, we can understand that not all occupants 
have a same duration of break and it was also 
observed that in IT offices, one can take their break 
within a time range. Thus, there need to be flexibility 
in terms of the occupancy pattern. The survey data 
was used to formulate an occupancy pattern by 
developing a script on grasshopper, as shown in Figure 
2. The CIBSE guidelines combined them with the pilot 
survey, resulted in a shift in the maximum occupancy 
ratio. The night shifts usually have a lower overall 
occupancy, as certain departments run just single shift 
during the day. The maximum occupancy ratio during 
the night was considered 0.5. Understanding the 
occupancy pattern is significant to recognize its impact 
on the internal loads during the operational time. A 
Critical point is observed during the change of shift. 
 
2.3 Equipment Usage 
Gunay et al. [4] stated that the most common plug-in 
equipment in office buildings are computers and 
monitors, photocopier, printers, and network 
equipment. Computers and monitors are responsible 
for about 70% of the plug-in equipment electricity use 
in ICT related office buildings. 
The occupancy pattern specified earlier can help in 
defining the operational characteristics for the 
equipment, such as: 
T-arrival (Shift time): Standard arrival     time 
T-Departure (Shift time): Standard departure time 
T-arrival (Extended): Early arrival 

Figure 1: Floor Plan of Infosys [source: Acquired from Management] and exterior view in DLF Building 6, Gurgaon 
 [source: www.dlfcybercity.com] 
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T-Departure (Extended): Late departure  
 
Based on the Pilot survey conducted, variations can be 
observed in the Internal Gains based on the occupancy 
type, ranging from 140 W/person in case of a hot desk 
to 210 W/person in case of individual cabin spaces. 
 
2.4 Energy Usage Intensity (EUI)  
The EUI for ‘three-shift commercial office buildings’ is 
benchmarked at 350 kWh/m²/year in the ECO III 
project.[5] The main reason associated with such a 
high number could be the operational schedule of 
these office spaces. Apart from the study conducted 
by the ECO III project, Bureau of Energy Efficiency, 
India (BEE) also has its own benchmarking that is based 
on the climatic condition the building is designed in 
and the percentage of space that is air conditioned. 
They have divided the commercial sector into 5 
different categories, i.e., IT parks, offices, hotels, 
hospitals and retail shopping centres. In case of 24/7 
operating offices, the benchmarking is based on the 
hours of operation of an office space. This is known as 
the “Average Annual Hourly Energy Performance 
Index’(AAHEI). The unit is Wh/m² and the minimum 
AAHEI should be 52 Wh/m². If the value is compared 
with other standards with a consideration of 24/7 
operation, the EUI is about 450 Kwh/m²/yr.[2] 
A field survey was conducted to collect the annual 
energy bills for the IT offices that run 24/7 in IT parks 
in the Delhi NCR region and the tri-city around 
Chandigarh. As shown in table 1, the offices surveyed 
exceeded the benchmark set by the Bureau of energy 
efficiency, as highlighted. The high EUI for the analysed 

offices could be due to high cooling demands and 
100% space cooling without significant occupant 
control. 
 
Table 25: Energy Usage from seven IT offices compared 
against benchmark 

 kWh/m²/yr 

BEE Benchmark 350-450 
Reliance communication, Chandigarh 615 
Baseware corp. Office 2, Chandigarh 780 
Infosys, Chandigarh 650 
Baseware corp., Chandigarh 800 
Trigma, Chandigarh 610 
Concentrix, Chandigarh 1070 
Infosys, Building 6, Gurgaon 830 

 

2.5 Case study 
Out of the buildings surveyed for the Occupant 
comfort and compared with the benchmarks, Infosys 
DLF Building 6 in Gurgaon was considered for 
installation of data loggers to measure the occupied 
space (Figure (3)).  
As shown in Figure (1), the data loggers were placed in 
4 different places with different equipment usage and 
occupancy patterns. The lower cooling set-points 
result in a minor temperature fluctuation in the spaces 
which doesn’t account for the occupant adaptability. 
Most of the spaces run at temperatures lower than the 
adaptive comfort range, thus, providing potential for 
operational changes for air conditioning and testing of 
other measures for reducing the energy consumption. 
 
 
 

Figure 2: Survey results for: Duration of Break during the operational timing (top left), Number of Working Days in a da (top centre), 
Hours of operation/shift duration (top right). Occupancy Pattern Generated using the survey results (bottom). 
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3. BASE CASE CALIBRATION AND BASIC ENERGY 
SAVINGS 

3.1 Climate 
 In Gurgaon, the daily thermal swing is a key factor for 
understanding the climate. The year is divided into 
four periods: Summer, Monsoon/Transitional period, 

winters and spring. The highest temperatures occur 
during the summer months (i.e. from April - June end), 
with a diurnal variation between the range of 9.5K to 
13.5K. Mid May to June end observes the hottest 
period with the temperatures going up to 45°C during 
certain times of the day and the coldest period is 
observed between the December and February with 
an average diurnal variation of 12K and an average 
temperature ranging between 14°C to 17°C. The 
monsoon period/transitional period i.e. July to Sept 
end has a very low diurnal variation. The monthly 
mean relative humidity ranges from 39% in April to 
74% in August. The summer period has very low 
humidity level with the relative humidity between 39% 
to 57%. Whereas, the winter months have a higher 
humidity levels, averaging approximately 69%.  
 
3.2 Base case and potential savings 
Based on the fieldwork, an office space from the DLF 
building 6, Gurgaon was considered for analysis. The 
base model was calibrated according to the fieldwork 
(Figure 3), to understand the parameters effecting the 
cooling loads and subsequently analysing the 
reduction potential by retrofitting the building or 
changing the program of the space as shown in Figure 
4. 
For analytical purpose, the ODC (Off-shore 
Development Centre) was simulated.  This space is an 
open plan space with a very high density of 4.5 
m²/person. The office space operates at a set point 
between 21-24°C. The analysis showed that: 
The base case has an overall energy consumption of 

962.4 Kwh/m²/yr. with a cooling load of 727.6 
Kwh/m²/yr. A low Set point of 21°C coupled with 
high internal gains and occupancy density, results in a 
cooling load density of 84W/m². 
Changing the cooling set point to 24°C with similar 
internal loads, a reduction in the cooling load density 
from 84 W/m² to 65 W/m² is observed, reducing the 
EUI to 891.3 Kwh/m²/yr. If the set point was set to 
26°C, a further reduction can be observed in the EUI to 
809 Kwh/m²/yr. 
High density of the occupied space of 4.5 m²/person 
results in higher equipment load density of 30 W/m². 
If the office space is occupied at 6 m²/person, the 
equipment load density reduces to 25 W/m², 
significantly reducing EUI to 752.2 Kwh/m²/yr. along 
with cooling load density down to 54 W/m². 
As per ECBC compliance [6], retrofitting the wall 
assembly to achieve a thermal conductance of 0.4 
W/m²-K and providing a double glazed window with 
the SHGC of 0.3 and thermal conductance of 2.1 
W/m²K, reduces EUI to 693.6 Kwh/m²/yr., in case of 
24°C set point and a further reduction to 608 
Kwh/m²/yr. with 26°C set point. 

 
Figure 4:  Potential savings by optimization 

Figure 3: Indoor air temperature in of the Infosys in DLF Building 6, Gurgaon during the monitored period 
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Figure 5: Design matrix for Spatial and Environmental 
aspects 
 

4. DESIGN STRATEGIES FOR LOW ENERGY OFFICES  
4.1 Design Concept 
 The measures analysed so far have considered 
materials, occupancy and the impact of cooling set 
point on the EUI to achieve Thermal comfort. The 
following stage of the investigation addresses design 
aspects, not least the built form and proportion of 
glazing to provide alternatives to the archetypical IT 
office.  
First, most contemporary IT parks are vertically 
stacked office spaces with offices of multiple shifts 
operating on different floors. The occupants are not 
afforded any control over the cooling set points. The 
first design concept to be explored was the splitting of 
the office spaces in separate towers, based on 
operational timing. This results in horizontal expansion 
of the built spaces rather than vertical stacking of 
office space. 
Secondly, the IT offices are completely air conditioned 
which led to continuous supply of cooling to areas that 
are not even occupied at a given point time. Thus, 
segregation based on spatial and occupancy was done. 
The spaces with high internal gains and occupancy 
were considered for air conditioning, while the spaces 
with variable occupancy patterns and less internal 
gains were labelled as non-air-conditioned spaces or 

under mixed-mode operation, reducing the overall air-
conditioned space to 70%. For understanding the 
spatial context, a sustainability design matrix was 
graphed to highlight the services that are critical for a 
designed space and the ones which are not important 
for consideration as shown in Figure 5. 
Finally, a climate responsive built form should provide 
protection from the strong solar radiation while 
allowing sufficient daylight to reduce solar and 
artificial lighting gains. A shallow plan with a vegetated 
courtyard and stepped floors on the perimeter was the 
design concept to be explored. This arrangement 
would divide the floors in passive and active areas. The 
provision of 2 separate circulation cores on the 
opposite ends of the floor space allowed a horizontal 
expansion and formation of a courtyard within the 
typology (see Figure 6).  
 
4.2 Energy saving potential 
Thermodynamic models were designed to analyse the 
impact of the proposed strategies: 
      The first step was to reduce the air conditioned 
area. The office support areas (like: locker room, 
security areas, print rooms etc.) were grouped and left 
in a free running mode, whereas other spaces have 
time driven and variable occupancy patterns (like 
meeting rooms, conference rooms). It was found that 
only the Off-shore development centre (ODC), finance 
centre and training room requires the air conditioning 
due to maximum occupancy during the day. This 
resulted in reducing the overall air conditioned space 
to 70%. In terms of cooling loads and EUI, a reduction 
of 39% was observed with a set point of 26oC, 
compared to the optimized base case . 
  The design proposal of 40% Window-to-Wall (WWR) 
throughout with a double glazing with 6mm air fill 
and “stepping back” of the facades to create self-
shading for the exterior surfaces was analysed for not 
just the daylight performance but thermally helped 
reduce the energy consumption by a further 15%.   
Subsequently the impact of the thermal conductance 
of the wall constructions was tested. In a composite 
climate with higher degree of dry days, the rigid 
insulation performed well as compared to a capacitive 
insulation. A variety of wall constructions were tested 
to understand the impact of on cooling loads. Based 
on the analysis, a cavity wall with 325 mm of 
polystyrene insulation and U-value of 0.4 W/m²-K was 
selected. 
The benchmark set for a 24/7 IT office is 450 
Kwh/m²/yr. The proposal with the specified design 
specifications and reduced air conditioned space, the 
office space was entirely occupied and running on 
24/7 occupancy had an EUI of 322 Kwh/m²/yr. BEE 
specifies that, in case of 24/7 operating office spaces, 
the EPI is in terms of Average Annual Hourly Energy 
Performance Index’(AAHEPI). The unit is Wh/hr/m². [7] 

Figure 6: Design stages. From top left, clockwise: stepping, 
final form with a landscaped courtyard passively cooled, 
mixed mode and free running spaces facing the courtyard 
with the cores on the opposite ends, ODC and Finance 
centre which will be air conditioned placed outward. 
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Based on the values specified for composite climate, 
the AAHEPI for the design ranges between 26 Wh/m² 
to 30 Wh/m² depending on the case of occupancy (Fig. 
7).  

 
Figure 7: Design optimization and savings potential 
 

 
Figure 8: Optimized office layout for a 24/7 low energy office  
 

5. CONCLUSIONS 
The paper illustrated the trends of office size, 
occupancy density, equipment usage and the Energy 
Use Intensity through results from survey and 
fieldwork. The spaces in case of a core and shell 
building typology have shown higher energy 
consumptions, especially the cooling loads. The high 
internal gains due to high occupancy and equipment 
usage coupled with poorly insulated glass boxes with 
least consideration to the orientation and climate have 
been the main culprits for extremely high cooling load 
densities and Energy Use Intensities.  
The calibrated base case provided a better 
understanding about the impact of the occupancy 
density and equipment usage on the overall energy 
usage. A possible reduction of 28% in the EUI was 
observed in case of office spaces designed for 6 
m²/person density and a cooling set point of 24oC and 
approximately 37% reduction with a set point of 26 oC. 
But, even with approximately a third in reduction of 
the EUI, the overall consumption was very high 

because of deep plans and 100% conditioned space. 
The design proposal (Figure 8) firstly focuses on the 
spatial programming and environmental parameters 
which are critical for given space type. 
The climatic conditions forced the design typology to 
be introvert with the passively cooled or mixed-mode 
operating spaces facing towards the courtyard being 
formed and the ODCs or the air conditioned spaces 
facing outwards with a stepping out concept to self-
shade the lower floor. The above mentioned strategies 
itself resulted in a reduction of 39% from the 
optimized base case.  
The window to wall ratio of 40% coupled with 
insulated exposed walls with a thermal conductance of 
0.4 W/m²K resulted in a further reduction of EUI to 322 
Kwh/m²/yr. The resulted values are lower than the 
specified benchmark of 455 KWh/m²/yr but are still 
considerably high because the occupancy density for 
the simulation of the conditioned ODC was taken as 
4.5 m²/person which affected the equipment usage. 
Finally, this work aims to go beyond the theoretical 
sphere. The proposal is technically and spatially 
feasible and hence is aimed to meet the demands of a 
24/7 operating IT office more efficiently. 
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Integrating plants into our built environment could help reduce temperatures and improve air quality, and thus 
reduce the need for ventilation, heating and air conditioning. Hydroponics allow to grow a high density of plants 
with little maintenance, weight and water use. The aim of this paper is to determine the potential advantages and 
viability of integrating numerous hydroponic modules in an office building. It presents in a first part the 
implementation of 50 hydroponic modules in an office building in Cambridge. The second part discusses the 
qualitative and quantitative monitoring of the impact of plants on the office. Finally, a model of interactions 
between the plants and the building environment is presented, and initial results of running a plant module in 
building energy simulation software TRNSYS are shown. Creating the model alongside the implementation project 
allowed to gain further insights into the impacts on environmental conditions, building energy use, and occupants 
of integrating a large density of plants into a building. 
KEYWORDS: Energy efficiency, Urban farming, hydroponics, occupants  

 
 

1. INTRODUCTION  

Almost 4 billion people are living in cities around the 
world, representing 54% of the global population [1], 
and the built environment accounts for over half 
global CO2 emissions. Global urban population is set to 
rise by 2.6 billion by 2050, which will continue to put 
pressure on the energy supply of cities, where demand 
is dominated by building energy use [2]. Thermal 
comfort is the driver behind building energy 
consumption in developed cities [3], and energy used 
for cooling is expected to rise by up to 30% by 2050 [4]. 
This research paper presents the concept of using a 
modern technology, hydroponics, to improve building 
air quality, energy use and occupant well-being. 
Growing plants with hydroponics helps reduce the 
mass and water volume of growing a high density of 
plants compared to growing in soil. The objective is to 
evaluate plant-air interaction on air temperature, 
humidity and CO2 levels in buildings, thereby 
impacting on the need for mechanical ventilation, 
heating and cooling of buildings. By focusing on the 
implementation of hydroponic modules in an office 
building, the aim is to present the effects of a large 
density of plants in buildings, both practically and 
through a “plant module” model to be incorporated in 
building energy simulation. 
First, this paper will present the setup and design of 50 
hydroponic modules in the James Dyson Building (JDB) 
at the University of Cambridge. In a second part, the 
qualitative and quantitative monitoring put in place to 
record the effects of the plants on the building 
environment and social network will be discussed. The 

third section presents how a “plant module” has been 
developed to be integrated with traditional building 
energy simulation software TRNSYS [4]. Initial results 
from modelling the third floor of the JDB with varying 
levels of plants will be presented. 
As plants in buildings may have a ground-breaking 
impact on indoor and façade building design in the 
future, the results of this paper will highlight how on-
going monitoring of the building environment can be 
used to setup future projects, both through simulation 
and in practice. 
 
2. SETUP OF HYDROPONICS IN AN OFFICE BUILDING 
2.1 Hydroponic modules 
Hydroponic systems offer an efficient method for 
intensively growing plants in controlled environments, 
with plant roots suspended in nutrient rich water, with 
minimal inputs of resources compared to conventional 
methods [6]. Two systems were installed in the 
building: 45 hydroponic modules from IKEA 
(Tragger/Vaxer, [7],  Fig. 1) on windowsills by the glass 

facades and on desks, and 4 Aponic [8] vertical 
aeroponic modules along  building columns and in the 
communal area (Fig. 2). 

 
Figure 92: IKEA module with 

white cabbage [7] 

 
Figure 93: Aponic unit 
with basil [8] 
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The IKEA units are 40x23x6 cm water reservoirs, with 
a perforated lid which can take up to 8 pots of plants 
(Fig. 1). The seedling is grown in rockwool, and 
transplanted into mesh pots, where the rockwool pod 
is supported by inert and porous growing media, such 
as perlite, vermiculite, clay balls or coconut coir. The 
modules need to be watered once a week with 
approximately 1.5 L of water, and 10 mL of nutrient 
solution. 
The Aponic units consist of three vertical tubes, which 
each hold up to 25 plants vertically, over a surface area 
of 100x90x15 cm. The interface between the rockwool 
seedling and the tube is green foam, and the roots are 
exposed inside the tube. The roots are sprayed every 
15 minutes, for 10 seconds, from a pump linked to the 
reservoir beneath, with an estimated requirement of 
10 L/month of water with 15 mL of nutrients. 
The location of the plant modules across three floors 
in the JDB is illustrated in Fig. 3 below. In total there 
were 280 edible plants growing in the modules in the 
building at the time of writing.  
 

 
Figure 94: Map of location of plant modules over the 
floorplan as of 07/06/2018 in the JDB. The point size 
indicates the number of plants in the module. 

 
 

2.2 Urban farming community 
To maintain the project, 25 volunteers have signed up 
to be part of a “Community of Growers”, where they 
have engaged to water, prune, harvest the edible 
plants grown in the office. Workshops, posters, emails 
and word of mouth have led the community to grow, 
and it is expected the size of the community will 
double by the end of the year, now that the plant 
modules have been procured. 
Leafy edible plants were chosen such as basil, lettuces 
and cabbage for their high leaf area index (LAI, ratio of 

leaf area over planted area), easiness to grow, and to 
frame the project under an urban farming perspective. 
Due to popular demand, tomatoes and chilis are also 
being grown, and ornamental plants will be included in 
the future. 
 
3. MONITORING THE IMPACT OF PLANTS IN THE 
OFFICE 
3.1 Temperature, Humidity and CO2  
Sensors spaced at regular intervals all over the 
buildings record CO2 levels, temperature, and 
mechanical ventilation rates [9]. Additional CO2-
temperature-humidity-light sensors will be installed 
closer to the plant modules, and to verify the building 
management data. 

 
Figure 95: Average CO2 over a year in the Dyson Building 
between 9am and 8pm on weekdays. 

 
The ventilation is activated at CO2 levels of 850 ppm 
according to the Breathing Buildings operations 
manual [9]. The monitored data shows that the JDB’s 
high occupancy rates lead to high CO2 levels (Fig. 4) 
and ambient conditions (20-25°C, 50-80% humidity) 
which are ideal for productive plant growth [6]. Table 
26 shows that the CO2 levels tended to be much higher 
in winter and varied over the three monitoring years 
as number of occupants increased.  
 
Table 26: Average number of hours/day environmental 
thresholds were reached on weekdays and triggered 
ventilation (Monday-Friday)  

For the  
3rd Floor 

April-May 
2016 (first 
occupied) 

April-
May 
2017 

April-
May 
2018 

December 
2016-Feb 
2017 

More 
than 850 
ppm 

0.51 0.58 0.74 3.21 

More 
than 600 
ppm 

1.18 5.03 2.3 7.68 

 
3.2 Qualitative assessment: individuals 
A questionnaire was given to community members 
before the plants were introduced in the building in 
November 2017, and after in June 2018. The second 
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questionnaire was divided between active participants 
in the plants project, and passive participants, who 
simply enjoyed having a greener office or would like to 
participate in the future. The ease of maintenance, 
crop growth, and distribution of the modules is 
continuously being recorded as the project is being set 
up.  

 
Figure 96: Rating of the office 
environment in November 2017 
(black line), and in June 2018 (dashed 
green line). The vertical lines 
represent the average rating. 

 
Figure 97: Answer to the 
question “Do you wish there 
was more interaction across 
the floor?” 

 

Knowledge of plant growth: At the start of the project, 
participants interested in joining the community had a 
good grasp about how plants grew, and the nutrients 
required for healthy growing but would not feel 
confident about which month to harvest or sow seeds 
for typical crops such as strawberries or lettuce. Six 
months later, active participants in the scheme were 
much more confident at answering the ideal 
conditions for crop growth, compared to colleagues 
who do not grow plants.  
Harvesting: Respondents tended to think favourably 
to eating the harvest from the office (65% responded 
they definitely or probably would), yet only 30% had 
eaten the produce yet. 
Community: Most respondents wanted more 
interaction with other occupants of the office, yet 
some did not (Fig. 6 inner circle), and regularly 
interacted with less than 10 people. It was perceived 
that an office initiative such as the Community of 
Growers could provide an opportunity for increased 
interaction. The main reasons for participating were 
for improved quality of breaks, the opportunity to 
grow food, and to support the new office initiative.  
Perceived quality of space: The overall ranking of the 
office slightly improved in between the two measured 
periods (Fig. 5), possibly due to people liking that there 
was an office initiative and enjoying the increased 
amount of plants. Occupants on floors with less plants 
wanted more, and occupants on the third floor tended 
to be happy with the level of plants in the office, as 
there were more plants (see Fig. 3). 
 
3.3 Record keeping of plants growing in an office 
Record keeping of crop growth, harvesting, watering 
and location of plant modules can be tricky in an open 
plan office, maintained by volunteers. After setup of 
the modules, the volunteers only need to regularly 

update the average height and length of leaf, and 
number of plants growing in the module.  
The average plant height was 17.05 cm, and leaf length 
was 5.22 cm for all the plants growing, from 7 months 
to 1 months old. Table 27 shows how the LAI [16] could 
be estimated with this information, the relationship 
will be refined with a larger dataset per crop type and 
stage of growth. The average LAI found was 0.775, 
which gave a total leaf area of 4.9 m2, compared to a 
planted area of 6.9 m2.  
 
Table 27: Estimated values of LAI 

Plant height Leaf length LAI 

>0 cm >0 0.2 

>5 cm >3cm 0.8 

>10 cm >3cm 1 

>15 cm >5cm 1.5 

>15 cm >10cm 2 

 
4. PLANT MODULE FOR BUILDING SIMULATION 
4.1 Theoretical model 
The physiological nature of plant growth leads to CO2, 
moisture and heat exchange with the environment. 
Modelling of plant growth so far has been limited 
towards horticultural commercial sites [10], or 
building-integrated greenhouses [11]. The plant-air 
interaction module is adapted from the model 
developed by Ward et al. (2017) [12] to simulate the 
environmental conditions in an underground farm 
called Growing Underground (GU). The model had 
initially been designed for a greenhouse in Kew 
Gardens [13], based on [14-15], and modified to model 
temperature, CO2, and humidity of a four-layer 
hydroponic system under artificial lighting for GU. 
The change in temperature, humidity and CO2 can thus 
be modelled by the heat and mass transfers described 
in the following equations, and schematically 
illustrated in Fig. 7. Fig. 8 shows how the plant module 
interacts with the existing flows in the building.  
 
 (1) Sensible heat: exchange of heat by convection, 
radiation and conduction between the “plant module” 
and the surrounding environment. Measured by 
change in temperature, given by Eq. 1, it is dependent 
on material properties of the plant elements and the 
building materials.  

 

(1) 

Where Ag is the surface area (m2), and each layer j has 
a temperature Tj (K), mass mk (kg), heat capacity 
(J/kgK). The change in temperature is due to the sum 
of the effect of each heat transfer process i 
(conduction, radiation, convection) defined by qi 
between each layer. 
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 (2) Mass and latent heat: exchange of water vapour, 
dominated by plant transpiration.  As plants draw up 
nutrient-rich water through their roots, moisture 
evaporates from the leaves which releases latent heat 
and thus has a cooling effect (Eq.2). 
 
 

 

(2) 

Where C a is air moisture content (kg/m3), and each 
layer hfg is the latent heat of condensation of water 
(J/kg), V is the volume of the unit (m3). The change in 
air moisture content is due to the sum of the effect of 
each possible heat transfer process qk (see Fig. 3) such 
as condensation and transpiration. Transpiration is 
based on the Penman-Monteith equation, and is a 
function of LAI, temperature differential, aerodynamic 
resistance ra and mostly the stomatal resistance rs to 
water vapour transfer [11].   
 
 (3) CO2 and O2: exchange of gases between leaf and 
the environment as part of the photosynthesis process. 
Eq. 3 shows the different components affecting the 
change in mass of carbon MC over time, based on the 
commonly used Farquhar-von Caemmerer-Berry 
model of the leaf photosynthesis process [18]. 

 
 (3

) 
The change in the mass of carbon MC is determined in 
greenhouse models by the additional CO2, MCsupp, the 
losses due to ventilation (MCi-v), the net rate of CO2 
assimilation by the plant (MCi-v), the CO2 contribution 
due to maintenance growth (MCm-i) and respiration 
(MCv-i). These processes are dependent on light 
intensity (particularly Photosynthetically Active 
Radiation PAR), temperature, and CO2 levels, as well as 
plant specific parameters [12,19]. 
 
4.2 Modelling plants in the third floor 
To integrate the plant module (Fig. 7) with the heat 
and mass flows in the building (Fig. 8), a simplified 
model of the third floor of the Dyson Building was 
developed in TRNSYS [19].  
 
4.2.1 The TRNSYS model of the building 
The building energy simulation software, TRNSYS [5] 
can calculate building energy use, temperatures and 
humidity of a building for a defined geometry, 
occupancy, equipment, ventilation and infiltration 
schedules, and a weather file input including solar 
radiation. For this first model, it was decided only to 
simulate the third floor, as this was where most of the 
plants were to be initially installed (see Fig. 3). The 

building geometry was drawn in Google SketchUp (Fig. 
9), and the material properties were defined in 
TRNBUILD. The weather data used was from 
Meteonorm for Cambridge, UK. 

 
Figure 98: Schematic of heat and mass transfer process for a 
“plant module”. 

  
Figure 99: Integration of plant module into building energy 
model. The key is the same as for Fig. 7. 

 

 

Figure 100: 
SketchUp 
drawing of the 
Third Floor of 
the Dyson 
Building [19]. 

 
4.2.2 Inputs 
The material parameters (Table 28) were taken from 
the building manuals [9,17], national guidance [21] 
and architectural drawings. The internal gains were 
defined using CIBSE guidelines and based on 
observation and are summarised in Table 29. 
 

Table 28: Material parameters of building components 

Building 
component 

Therma
l 
conduc
tance 
(W/m2K
) 

Solar 
absorp
tance 
(-) 

Heat transfer 
coefficient 
(kJ/hour m2K) 

 

(2) 
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External walls 0.16 0.6 11 (front of 
wall) 
60 (back of wall) 

Internal walls 0.16 0.6 11 (front of 
wall) 
89 (back of wall) 

Window 
material 
(insulating 
argon) 

1.4 0.589 NA 

Internal floor 
material 
(Bestest 
Heavyweight 
– floor) 

0.04 0.6 11 (front of 
wall) 
89 (back of wall) 

Roof material 
(Bestest 
Heavyweight 
– floor) 

0.04 0.6 11 (front of 
wall) 
89 (back of wall) 

 

Table 29: Internal heat gains in TRNSYS model 

Internal 
Gains 

Heat Gains  Schedule 

People 35 people 50%: 8-10h and 16 to 
20h 
100%: 10-16h 

Computers 140W/ 
person 

50%: 8-10h and 16 to 
20h 
100%: 10-16h 

Artificial 
lighting 

8 W/m2 40%: 8-10h and 18 to 
22h 
100%: 10-18h 

 

Heating was set to 22°C between 8am and 6pm, and 
with a maximum power of 140 kJ/h. External shading 
was in place only on the south facing windows with 
constant shading factor of 0.3. Internal shading was 
allocated to all windows but North facing, equal to 
total incident South face radiation divided by 3400 
kJ/hour m2, modified with shading factors along 
different surfaces [5]. To mimic the mechanically 
assisted passive ventilation [9] processes, two 
schedules were set: 5 ACH between 4 and 6pm, and an 
additional “summer ventilation” when temperatures 

exceeded 26°C in the summer months. 
 
4.3. Plugging in the “plant module” into TRNSYS 
Since building energy simulation models currently do 
not include plants, the plant model developed for GU 
[12] was adapted by Gillard (2018) [19] to use the 
building energy simulation as inputs at each time step, 
and integrated with the TRNSYS model using the 
object type 155.  
Since the plants would receive daylight as well as 
artificial lighting the following equation was used for 
PAR reaching the canopy PARplants. Sunlight was input 
from radiation calculations in TRNSYS. 

 
(4) 

Where PAR and NIR were taken as 50% each of 
incident solar radiation according to [20], ρv is the far-
IR reflectivity of the leaf and k is the extinction 
coefficient (taken as 0.85 for light in visible range). 
Furthermore, the plants in the Dyson Building can be 
represented by single layer modules, therefore the 
shape factors were modified to calculate correct 
estimates of incident radiation. 
The CO2 input was fed directly into the MATLAB model 
from the monitored data, and not from the building 
energy simulation. The change in temperature and 
humidity from the plant model was then fed back into 
TRNSYS for the next time step through a delay 
component Type 661. This component also stored in 
between each time step the data output in MATLAB 
only used in the plant model and not necessary for 
TRNSYS, such as CO2 and plant cover temperature. 
 
4.4 Model results 

Integrating the “plant module” into the building 
energy simulation for the third floor allowed to model 
CO2 change with planted area compared to the data 
monitored over a year. Fig. 10 shows promising drops 
in CO2 levels as planted area increases. Improvements 
in the model parameterisation and increase in actual 
planted area would allow verification of these values.  
Furthermore, the model showed that temperature 

could decrease by up to 3 °C for a 399 m2 planted area, 
as the time series in Fig. 11 illustrates, which would 
decrease the need for ventilation in summer but 
perhaps increase the need for heating in winter, 
although only for very large plant coverage. Not shown 
here, but a slight increase in humidity would also be 
observed. 
 

 

 
Figure 101: CO2 levels monitored vs with 200m2 of plants 
[19] 
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Figure 11: Temperatures in the office over a year for different 
planted areas 
 
 
 5. CONCLUSIONS AND IMPLICATIONS 
This paper has presented an initial study into how 
hydroponics could be incorporated into office 
buildings  
by considering both occupants and environmental 
conditions. The aim was to quantify the impact of 
significant planting schemes on building energy 
demand and provide tools for further adoption. 
Using a combined building energy simulation and 
plant-air interaction model, the results demonstrate 
that temperature falls, and humidity increases due to 
the cooling effect of plants through transpiration. 
Creating a model alongside the implementation gave 
the opportunity to test how a validated model of 
plants in a tunnel could be applied for an office and 
gain further insights of the impact of hydroponics in a 
building. This first attempt provides a basis for 
modelling the effects of adding plants to a 
conventional office on temperature, humidity and CO2 
concentration, using typical building energy software, 
show plants have an impact, albeit limited at times. 
Future work will improve the parametrisation of the 
model and continue implementing the plants in the 
office to present a holistic impact of plants in an office. 
The results will aim to be validated with published data 
of CO2 assimilation rate of edible plants. As the plant 
modules will be installed in different spaces, the next 
step of this research will be to compare CO2 levels over 
different floors and years. Control environmental data 
of photosynthesis rates of the office crops from a Plant 
Science lab will also be used. Furthermore, including 
qualitative surveying and making use of monitoring of 
the building allowed for a more holistic view of the 
impacts of plants and how to take the project further.  
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ABSTRACT: Construction of low-cost housing in Colombia is one of the greatest social challenges of the country. 
Due to Bogotá's climate conditions at 8500 ft. of altitude and non-adapted materials to local conditions, the 
temperature of these state-subsidized dwellings is usually below optimum comfort standards. This research 
analyses the impact on temperatures using certain types of materials, comparing the effect of some traditional 
building skins– composed by brick and concrete - with a new wall envelope made of recycled elements. A 
comparative study was carried out by housing typologies, based on a work of measurement of the temperatures 
inside 16 individual dwellings. 
Thermal simulations were made to compare the traditional brick envelope material vs a compacted plastic brick, 
and the results suggest that the construction of dwellings with traditional materials such as brick blocks and 
prefabricated concrete blocks may not provide the best conditions of thermal comfort. However, alternative 
materials made of recycled plastic can represent a cheaper, ecological and comfortable solution. Findings could 
be of interest for construction stakeholders for low-cost housing programs in resilient cities, within the framework 
of a new plastics economy. 
KEYWORDS: Social housing, thermal comfort, envelope, architecture, recycled materials, energy efficiency. 

 
 

1. INTRODUCTION  
In Latin America, a large number of communities have 
been marginalized by poverty conditions and political 
conflicts. In the case of Colombia, after the peace 
treaty between official government and illegal 
guerrilla groups (FARC), the United Nations High 
Commission for Refugees has registered more than 5 
million people - mostly Afro-Colombian and 
indigenous populations - that has been affected by the 
violence and have been displaced from 1997 to 2013 
[1]. Most of these populations moved to peripheral 
areas on the south of Bogotá and started informal 
settlements, constructing dwellings by themselves. 
Despite the government initiatives to promote the 
construction of new housing programs, economic 
considerations have prevailed above quality criteria 
and have not yet integrated technical aspects related 
to temperature conditions. According to a study 
carried out between 2006 and 2015, new social 
housing units in Bogota only meet 47% of 108 quality 
indicators [2]. 
 Due to the high mountain climate conditions in 
Bogota, the temperature of these dwellings is usually 
below optimum comfort standards [3]. This research 
focuses on building envelopes of informal settlements, 
through case studies of low-income self construction 
housing projects. 
The study analyses internal houses temperatures by 
comparing a traditional building skin made of 
brick/concrete with a wall composed by modular units 

of recycled plastic as a low-cost, high-standard 
sustainable bricks. 
A detailed study was carried out based on data 
collection of physical measurements, structured 
surveys of a representative number of dwellings and 
digital simulations. The objective is first to establish if 
traditional construction materials of these dwellings 
are adapted to the particular conditions of the tropical 
humid cold climate, and then compare its behaviour 
with new materials made of recycled elements. 
 
2. CASE OF STUDY 
The city of Bogota D.C requires urgent mitigation 
actions for the new urban settlements, frequently 
exposed to poverty conditions and generally non 
adapted to environmental conditions. The research 
focused on these particular cases. 
 
2.1 Climate conditions  
Informal settlements in the city are usually located 
above 8530 - 8600 ft. of altitude, registering outdoor 
average temperatures close to 14°C [Fig. 1].  
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Figure 1: Average temperatures in Bogota, D.C. 

 
Although thermal conditions may be affected by 
insulation, ventilation and air renewal, several studies 
show that indoor spaces in this type of dwellings are 
generally outside a temperature comfort zone, more 
than 50% of the year [3]. 
Thermal comfort represents then a crucial aspect for 
the quality of these settlements. In terms of 
habitability, low indoor temperatures prompt 
condensation and dampness and may be associated to 
health risk and respiratory problems [3]. 
Based on the in-situ measurements, the driven 
hypothesis of this study states that traditional 
construction materials of these dwellings (Brick and 
concrete) are not adapted to the particular conditions 
of the tropical humid cold climate. 
  
2.1 Description of dwellings  
Informal settlements are usually living in conditions of 
extreme poverty and there are exposed to 
environmental risks as natural hazards and high levels 
of pollution. First temporary individual houses are 
spontaneously built with brick walls and recycled 
materials, from simple wood tables to zinc roof slates 
as a common practice to build a refugee (Fig.2) 

Figure 2: case of study / self-constructed dwellings 
 
The study was carried out on the site of San Cristobal 
at the south of Bogota (latitude: 04-31N, longitude: 74-

05W, elevation 9000 ft.), and focuses on a low-income 
housing neighbourhood close to the “Juan Rey / 
Arboleda Santa Teresita” site. For the research, 16 
representative case study houses were selected. These 
permanent constructions were composed by concrete 
roof / floor slabs and standard brick block walls with 
small single-glazed (4mm) fenestrations and wood 
doors. Each 90 sq.m house (for 2 families) was divided 
in three thermal zones by floor corresponding to 
rooms, living zones and storage/bathroom areas 
(Fig.3). Buildings were classified in four groups of six 
elements, according to its orientation and topography.  
 
3. METHODS AND TOOLS 
Source data was collected in two categories. First, 
physical measurements of the internal temperatures 
were performed. In each of the houses studied, 2 USB 
type hygrothermal sensors (datalogger) were installed 
inside the dwelling (in the social area and without 
direct solar radiation on the sensor) and 2 sensors 
were placed outside (under shade conditions) in order 
to measure climate conditions. The equipment 
recorded and memorized 16,000 temperature and 
humidity measurement points over a period of 4 
months between august and November 2016.  
In a second instance, surveys were carried out with 
inhabitants. A thermal comfort diary was designed and 
provided to the head of household or spouse, who 
were instructed to record their thermal perception of 
comfort twice a day at 8 am and 6 pm in the living 
room and master bedroom for periods of 7 
consecutive days.  
 
3.1 Predicted Mean Vote  
There are different tools and methods to measure 
thermal comfort conditions, and these are related to 
different factors [6,9] such as physical and socio 
cultural aspects [12].  
The PMV index was performed using the equation 
derived from Fanger [8] based on experiments in 
climatic chambers. The PMV required input variables 
were derived as follows: The feeling of thermal 
comfort has been evaluated through a survey with a 
Predicted Mean Vote to measure the thermal comfort 
perception with greater probabilities of being 
experienced by a group of people in a given 
environment under a stationary condition [11]. 
Inhabitants were asked to define their thermal 
comfort feeling based on a range of seven points: Very 
cold (-3), cold '(-2), cool' (-1), 'comfortable' (0), 
'comfortable' Warm '(1), hot' (2) and 'too hot' (3). The 
index of numerical values was assigned according to 
the convention of ISO 7730. The users were asked to 
record in a daily comfort diary their thermal feeling in 
every zone. The following information was recorded: 
date of data collection, entry and exit times, 
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temperature feeling in the living room and bedroom, 
dress habits and occupants' activity level.  
 
3.2 Thermal comfort standards  
The ASHRAE 55 Standard [4] also incorporates an 
optional standard known as the "variable" model, 
specifically designed to predict thermal comfort in 
naturally ventilated buildings. This model 
compensates for the limited efficiency of the heat 
balance model, in predicting the range of more 
extensive comfort often observed in naturally 
ventilated buildings. The adaptive models use the 
outside temperature as the key variable to predict the 
comfort range.  
 
3.1 Digital simulations  
Based on to the characteristics of the dwellings, 
different models were elaborated according to their 
general conditions, user profiling and space zoning 
(Fig.3)  

Figure 3: Outdoors temperature and humidity 

 
In order to compare the behaviour and conditions of 
the real dwellings with a new building envelope, four 
different three-dimensional thermal models were 
made of the studied cases (Fig.4).  
Thermal conditions were analysed through Design 
Builder software, a Dynamic thermal simulation 
software using Energy Plus models (Fig 3). According 
to ISO 7730, air velocity was defined at 0.1 m/s.  

 
Figure 4: Thermal 3D building models in Design Builder. 

 

Thermal conductance values were used as follows 
(Tab.4): 
 
Table 1: Thermal conductance values for digital simulations  

 
 
3.2 Data analysis 
Data of recorded measures was analysed comparing 
outdoor/indoor temperatures in different moments of 
several journeys [10]. 
 
3.2.1 Outdoor temperatures 

According to the measures, Outdoor temperatures 

fluctuate significantly (Fig.5). It is observed a Delta of 

16°C during the day, with a minimum registered of 

6.2°C at 3:00 am, and a maximum of 21°C at 13:00 pm, 

recording an average of 13.2°C. Relative humidity 

varies from 50 to 90%.  

 
Figure 5: Outdoors temperature and humidity 

 
3.2.1 Indoor temperatures 
Indoor temperatures in the existing dwellings 
correspond to an average of 17.4°C (Fig. 6). Maximum 
peaks of 22°C and minimum peaks of 15°C have been 
registered. 16 thermal comfort journals were 
distributed and compared with the information of 
more than 16000 points measured simultaneously in 
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each dwelling. Most of households provided data and 
completed 75% of the journals for the 7-day periods.  
 
Figure 6: Indoor Vs. Outdoor temperatures 

4. RESULTS 
The resulting temperatures - in a range of 15 ° C to 
21°C (Fig.6) – were compared to thermal perceptions. 
Over the recorded data in diaries by users, 60% 
presented unfavourable conditions of thermal comfort. 
The feeling of comfort registered by the users has a 
strong tendency to the feelings of Cold and Too Cold 
(Table 2). 
 
Table 2: PMV Results. Inhabitants surveys  

 
4.1 Thermal comfort perception of existing dwellings 
Traditional materials have a medium thermal inertia 
behaviour, which influence the ambient temperature 
conditions inside the dwellings. 
Average temperatures of 17.1°C have been associated 
to a “too cold” comfort feeling by its inhabitants even 
in conditions of adaptation to their environment. 
It is suggested that the quality of the envelope ś 
insulation and ventilation effects, increase the relative 
humidity percentage and decrease the temperature, 
generating comfort problems and risks to human 
health [13]. 
The registered temperature perceptions scored by 
inhabitants according to the PMV scale, show a 
discomfort feeling inside the studied cases, related to 
recorded temperatures (Fig.7). 
 

Figure 7. Standard deviation of comfort temperatures 
registered in existing dwellings.  

 
It is hypothesized to increase the average interior 
temperature by reducing the rate of energy loss 
through the envelope. Closed walls with higher 
internal surface temperatures, may reduce discomfort 
caused by asymmetry between the radiant 

temperature and the air temperature that occurs 
when hot air touches cold surfaces. By improving the 
uniformity of temperature distribution inside the 
houses, the impact of "thermal stress" associated with 
sudden changes in temperature is reduced.  
 
4.1 Thermal comfort of simulated dwellings 
In a second research stage, Dynamic thermal 
simulation models presented better results.  
Indoor temperatures of simulated buildings after the 
replacement of the building ś envelope by a modular 
plastic brick, register more favourable comfort 
conditions. The results obtained on the improved 
houses, correspond to average temperatures of 19.5 ° 
C, which represents picks of 2.1°C above the previously 
recorded values (Fig. 5).  
  

 
 
Figure 8. Simulated temperatures with plastic bricks  

 
The use of plastic bricks for the houses ś envelope has 
increased indoor temperatures and the level of 
average comfort raised close to neutrality (CV = -0.05 
CI, 95%: -0.11 to 0.02). The increase of temperatures 
represents an evolution in the variation of the feeling 
of thermal comfort from 36.4% to 62.3 (Table 3). By 
consequence, thermal comfort is associated to an 
average increase of the interior temperature of 1.19°C.  
 
Table 3: PMV Results. Inhabitants surveys  
 

 
 

Some variations have been registered in the PMV scale 
from "uncomfortable" - to the "Comfortable" or 
"comfortable-warm” perception. The increasing 
insulation properties of plastic bricks, benefits the 
reduction of heat loss, and directly influence over the 
internal temperature (Fig.8) 
The increase of the thermal inertia and the reduction 
of the heat transfer through the envelope improves 
thermal isolation of the building skin, reducing energy 
losses and optimizing the comfort conditions. The 
improvements in temperature and thermal comfort 
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clearly demonstrate the adaptation process associated 
with the thermal comfort of the building.  
 
 

 
Figure 9. Standard deviation of comfort temperatures 
registered in existing dwellings.  
 

5. DISCUSSION AND CONCLUSIONS 
Self constructed and informal settlements do not 
include any insulation. Due to the inherent inertia of 
the standard brick, thermal comfort is directly related 
to outside temperature, resulting in low indoor 
temperatures.  
It is exposed that there is an improvement on thermal 
comfort conditions with the use of a compacted plastic 
brick for the building ś envelope, instead of traditional 
materials. The alternative materials analysed show a 
better response to the climate and low temperature 
conditions at Bogota. 
It is suggested that actual samples of social housing 
projects currently developed are not adapted to cold 
climates. Alternative materials made of recycled 
elements show a better performance in local 
conditions of tropical humid cold climate and may 
improve habitability.  
The construction of dwellings with traditional 
materials such as brick blocks and prefabricated 
concrete blocks may not provide the best conditions of 
thermal comfort and may be even uncomfortable. 
Alternative materials made of recycled elements show 
a better performance in local conditions of tropical 
humid cold climate and may improve habitability 
conditions for the development of new housing 
programs.  
The results suggest that recycled plastic can represent 
a cheaper, ecological and comfortable solution. 
Findings could be of interest to construction 
stakeholders for the low-cost housing construction in 
resilient cities, within the framework of a new plastics 
economy.  
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ABSTRACT: The first aim of this paper is to analyse the potential for application of hydrogen production and 
storage systems integrated with renewable energy sources, aimed to provide safe, efficient and stable energy 
solutions for building and transportation on isolated territories. The value of this concept will be checked on the 
examples of pilot and demonstration facilities developed for distant European islands. Several archipelagos 
belonging to different European countries were selected as case studies. The purpose of such choice is to 
investigate various climatic, geographic and legislative conditions determining the new opportunities that may 
bring benefits to cleaner and more sustainable environment. The second goal of this study is to check if/how 
European Union Framework Programmes contributed to the development of increased energy efficiency, 
independence and renewability in the isolated European territories.  
KEYWORDS: Energy, hydrogen, storage, RES, fuel cells, climate 

 
 

1. INTRODUCTION  
In the light of the Paris Agreement it is extremely 
important to provide the proper balance of resources 
and to control carefully the adequacy of various 
activities towards tackling climate change. 
Development of increased energy efficiency, 
independence and renewability in the European 
islands and isolated territories became particularly 
significant and actual issue. A lot of islands, located 
within a longer distance from the mainland, suffer 
from dependence on fossil fuels imported from the 
continent. This generates increased fuel costs and 
higher environmental pollution. While a lot of EU 
energy actions were focused on the continent, only 
few addressed isolated territories. On the other hand, 
these small and distant islands may strongly affect 
global climate, especially in case of lack of proper 
energy policy, which may lead to uncontrolled events.  
 
2. HYDROGEN STORAGE SYSTEMS INTEGRATED WITH 
RENEWABLE ENERGY SOURCES 
Distantly located European islands often struggle with 
high costs of energy. In case of non-renewable energy 
this is related both to the transportation and 
production expenses. Renewable energy should be 
perceived as the appropriate long term solution, 
justified by environmental and economic reasons. 
However, in purpose to take advantage of renewable 
energy sources typically available on the islands, such 
as solar, wind and hydro energy, it is necessary to deal 
with their intermittency. Adequate storage systems 
must be developed and properly integrated with the 
local energy network. Moreover, this approach can 
contribute to cleaner environment, circular economy 
and tackling climate change through lower emissions. 

2.1 Limits and opportunities of hydrogen storage  
While heat energy is relatively easy to store, the 
storage of electricity is more difficult. Nowadays the 
most efficient systems are the ones based on 
reversible hydro and hydrogen storage [1]. However, 
sustainable reversible hydro systems, where water is 
pumped into the upper reservoir, may be applied 
solely in places with a natural altitude difference. Such 
concept has was tested in 2016 on El Hierro (Canary 
Islands, Spain) [2] and was proposed also for Corvo 
island (Azores, Portugal) [1]. Other interesting 
proposals address the combination of renewable 
hydrogen production and storage with the second 
generation biofuels [3]. 
Some of the most actual and efficient renewable 
energy systems dedicated for islands, combine wind 
energy with hydrogen storage. The excess of energy 
from wind turbines is converted to hydrogen by 
electrolysis process. Hydrogen is stored and used as 
fuel e.g. for public transportation when the electricity 
demand is low. In the hours of high energy demand, 
electricity is produced from hydrogen with the fuel cell 
or internal combustion engine. Batteries can be used 
for electricity storage in small power systems.  
A hydrogen - electric power station can also deliver 
electricity to the local research/education facilities, 
harbour industries or nearest dwellings. Warm water 
from cogeneration system may be used either in these 
industries or at tourist facilities (e.g. for salt water 
ocean swimming pools) for pleasure and the visitors’ 
awareness [3].  
Among the identified challenges of hydrogen 
production and storage systems there are 

technological limitations related to low efficiency, 
poor performance and short lifetime of electrolysers 
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and fuel cells [4]. Appropriate wind conditions, 
understanding and supportive local community, a 
back-up system in place, a high degree of failsafe and 
the access to service personnel are also very important. 
 
3. ANALYSIS OF PILOT CASE STUDIES, 
METHODOLOGY  
Following pilot and demonstration projects were 
selected for analysis: Utsira, El Hierro, Corvo, Terceira, 
Shapinsay and Eday. The scenarios checked: 
Technology readiness and technical feasibility 
System efficiency 
Costs and other economic aspects 
Reduction of CO2 emissions 
Other environmental impacts 

Figure 1: Utsira Wind Power & Hydrogen Plant (2004-2008) 
by Statoil ASA & Enercon GmbH. Demonstration plant [4]. 

 
3.1 Utsira (Norway) 
Utsira is a small Norwegian island with wind and 
weather conditions difficult for transportation but 
perfect for wind energy production. This is why the 
location was selected for the world’s first full-scale 
combined wind power and hydrogen plant  (Fig. 1). 
Utsira Wind Power and Hydrogen Plant project was 
launched in 2004 by Statoil ASA & Enercon GmbH and 
was aimed to demonstrate how renewable energy can 
provide a safe, continuous, and efficient energy supply 
to distant areas [5]. The distinguishing feature of the 
project was that the facility was remotely operated 
from the mainland control center. In the period 2004-
2008 ten houses were supplied exclusively by the 
energy generated from two Enercon E40 wind turbines 
installed at Utsira, 600 KWh each. Hydrogen was 
produced in the Hydrogen Technologies electrolyser 
(10 Nm3/h) on windy days when the power production 
would exceed the households’ demands. Hydrogen 
was compressed with the Hofer compressor (5 kW) 
and stored in a 200 bar tank with capacity of 2400 Nm3 
to provide continuous power supply to the houses on 
windless days or when the wind was too strong. In 
such cases the 55 kW MAN hydrogen internal 
combustion engine and a 10 kW IRD fuel cell would use 
the stored hydrogen to produce electricity.  

The project was successful, with the good power 
quality and high level of customers’ satisfaction. 
However, some technical problems also appeared, 
especially related to the low durability of the fuel cell 
(less than 100 hours) as well as leaking of the coolant 
fluid, damage to the voltage monitoring system during 
assembly, and frequent false grid failure alarms [5]. 
Also the wind energy utilization was only 20% and the 
project leaders concluded that there is a need to 
develop high-performance electrolyser (more efficient, 
with small footprint) and to improve the hydrogen-
electricity conversion efficiency [4]. Another 
conclusion was that future projects should include 
more than one renewable energy source [5].  
 
3.2  El Hierro (Canary Islands, Spain)  
Small Spanish island El Hierro belongs to the Canary 
Islands being an active volcanic island with a 
population of about 10.000 habitants. Energy system 
on El Hierro was totally dependent from fossil fuels 
transported by the sea to power electricity generators 
(6600 tons of diesel fuel per year) [6]. The location was 
selected due to the very good wind conditions (wind 
capacity factor of 49%) and topography allowing for 
the combination of wind farm (11,5 MW) and hydro 
power plant with upper (500.000 m3) and lower 
(150.000 m3) reservoir (Fig. 2 a-b). Five wind turbines 
(Enercon E70) were installed, 2,3 MW each. When 
production exceeded demand, wind energy was used 
to pump water up into a natural volcanic crater. When 
there was not enough wind, the water was released 
down through a pipe connecting the two reservoirs 
through turbines, which generated hydro-power. 
Renewable energy penetration was aimed at 80% [7]. 
The project of El Hierro Wind & Pumped Hydro System 
was inaugurated in 2014 with EU financial support and 
the test operation was launched in 2015 with aim to 
increase gradually the renewable energy penetration 
rate without endangering grid stability and security of 
supply [2]. At the beginning of 2016 the diesel power 
plant was switched off for the first time for 16 hours 
[8] (Fig. 3 a-b). The final results from the 
demonstration plant revealed that the wind and hydro 
power penetration in the electric grid reached 34.6% 
(less than half of the initial assumptions), while the 
hydro power contribution over the testing year period 
was only 3.9% of total energy [2].  
 



PLEA 2018 HONG KONG 
Smart and Healthy within the 2-degree Limit 

 

492 

 
 

 
Figure 2: El Hierro Wind & Pumped Hydro System (2014-
2016): a) The upper reservoir, in an inactive volcanic crater 
[8] 
b) The lower reservoir of the hydro plant [8] 
 

Figure 3: El Hierro Wind & Pumped Hydro System (2014-
2016): a) Energy generation in MW – January and February 
2016. Yellow – diesel, blue – wind or water to pumping, green 
– excessive  wind to pumping, red – demand and grid crash 
[2] b) Wind Park Production as 10 min averages in MW – June 
2016 [2] 
 

Observations of Fig. 3a revealed that during the period 
when the diesel power plant was switched off, on 31st 
January and 20th February, when the wind dropped 
below the current grid load, the tests were stopped. 
The initial estimations were that the water storage 
should cover the energy demands for at last 4 days 
with worse wind conditions [2]. The energy generation 
graph from Jan./Febr. 2016 shows that this system did 

not work properly (or was not used in line with the 
previous assumptions).  
Another surprising remark from Fig. 3 a-b is that during 
the diesel-off tests the excess wind power was still 
used for water pumping, while the test should start 
with a full upper reservoir (to have the stored hydro 
power as a backup if the wind drops). This leads to the 
conclusion that the problems with grid stability were 
the reason for the short periods of RES operation with 
diesel plant off [2]. This issue was related to the 
insufficient energy storage capacity and therefore the 
hydrogen storage is actually considered.  
 
3.3 Corvo (Azores, Portugal) 
 On Corvo Island energy is produced mainly from fossil 
fuels, namely oil transported by waterway. The 
security of supply is very low due to the long distance 
from the land and bad weather conditions frequently 
occurring. The island has high potential to use wind 
and hydro energy, while reversible hydro and 
hydrogen may be used for storage. The analysis of 
Corvo case study shown that the cost of energy can be 
significantly reduced by utilizing a combination of 
hydrogen storage and RES. This will also allow for RES 
high level penetration [1,9]. The lessons learnt from El 
Hierro project also confirmed the validity of this 
concept. Assessment of technical feasibility of various 
options for integrated energy and resource planning 
was carried out under RenewIslands project (2002-
2004) financed by EU Framework Programme 5. 
 
3.4  Terceira (Azores, Portugal) 
In terms of the number of inhabitants Terceira is the 
second island of Azores archipelago. The Azorean 
energy system depends almost entirely on fossil fuels 
imported from Portugal mainland. In 2004 only 3% of 
the global energy consumed in the region would come 
from local renewable production [3]. In 2008 the 
comprehensive scenario and detailed calculations for 
Renewable Electricity and Hydrogen Facilities 
Scheduled for Terceira were presented by Alves [3].  
Serra do Cume Campus and Praia da Vitória were 
selected for the hydrogen and oxygen production from 
wind and ocean wave energy. Hydrogenopolis in Praia 
da Vitória included demo/research subunits such as: 

Figure 4: Global Flow Diagram for hydrogen production from 
wind energy. Components Design for the Terceira 
Hydrogenopolis [3] 
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hydrogen-electric power station, hydrogen vehicle 
filling station, research laboratory, a demo park and  
hydrogen and oxygen stationary storage (Fig. 4). The 
expected average hydrogen production through 
electrolysis in both locations was assumed as 2200 
Nm3 H2/h (with the oxygen production of 1100 Nm3 
H2/h). A half of the hydrogen/oxygen should be used 
for the electricity generation with a hydrogen-oxygen 
boiler and a steam CoGen turbine with Rankine 
Reheat-Regenerative Cycle. Additionally, Hydrogen 
Internal Combustion Engines and Hydrogen Fuell cells 
should be installed to generate electricity (expected 
efficiency of 35%) and produce CoGen warm water 
(expected efficiency of 45%). Biogas generation unit 
with methane purification was also proposed in 
purpose to evaluate opportunities and optimise 
strategies for a joint use of Hydrogen and Natural Gas 
(a blend mixing usually known as hythane) [3]. 
Although the concept of Renewable Electricity and 
Hydrogen Facilities Scheduled for Terceira was very 
well developed, it was not introduced so far. In 2014 
about 17% of electricity was generated on a 12.6 MW 
wind farm, 0,2% of electricity would come from three 
hydroelectric power stations and 82.7% electricity was 
still generated on an oil-based thermal power station 
[10, 11]. In 2017 new scenarios for Terceira Pump 
Hydro System were proposed, in the combination with 

bio-waste and geothermal energy storage. Another  
option taken into account was the usage of NaS and Li-
ion batteries [10]. In this case the authors did not 
consider any hydrogen storage. 
 
3.5 Shapinsay and Eday (Orkney Archipelago, Great 
Britain) 
The issue of integrated RES for islands was addressed 
again by the project BIG HIT Building Innovative Green 
Hydrogen Systems in an Isolated Territory: a Pilot for 
Europe. The project is currently financed from Horizon 
2020 and was selected by the FCH 2 JU (The Fuel Cells 
and Hydrogen 2 Joint Undertaking)  as the only 
hydrogen project of its kind to receive funding. The BIG 
HIT was launched in May 2018. This world leading pilot 
and demonstration project aims to put in place a fully 
integrated model of hydrogen production, storage, 
transportation and utilisation for low carbon heat, 
power and transport. The concept combines energy 
from community-owned wind turbines, located on 
two islands of the Orkney archipelago: Shapinsay and 
Eday, with hydrogen production and storage. The 
otherwise curtailed capacity is used to produce low 
carbon hydrogen and oxygen with a 1MW Polymer-
Electrolyte-Membrane (PEM) electrolyser. BIG HIT will 
enable the deployment of 10 electric vans, fitted with 
a hydrogen fuel cell range extender, and the 
construction of a hydrogen refuelling station. In order 
to demonstrate the potential scope hydrogen also has 
for heating purposes in Orkney, BIG HIT will install two 

hydrogen-powered boilers at suitable premises to 
provide zero carbon heat for the local school building 
[12].  

 
Figure 5: BIG HIT Building Innovative Green Hydrogen 
Systems in an Isolated Territory: a Pilot for Europe (2016-
2020). The schedule shows the combination of wind energy 
with hydrogen production and storage [12] 

 
Ongoing BIG HIT project already produced social, 
environmental and economic impact: 
• Increased innovation and research: development of 
solutions integrating intermittent renewable energy 
supply (RES), fuel cell (FC) and hydrogen infrastructure 
to promote RES and innovative decentralized power 
systems penetration in islands. 
• Energy independence: contribution to the market 
penetration of new energy systems combining fuel 
cells (FC), renewable energy sources (RES) and 
hydrogen (H2) in islands and remote regions in EU. 
• Innovation and technological development: 
innovative technologies related to hydrogen 
production and storage on islands, such as the first 
Polymer-Electrolyte-Membrane (PEM) Electrolyser 
and Hydrogen Storage which was installed on Eday in 
November 2016. 
• Fostering the efficient use of resources (renewable & 
non-renewable): overcoming the limitation of the 
renewable energy sources since hydrogen is utilized as 
a storage medium integrated with intermittent RES 
such as wind, wave and solar. Hydrogen storage in 
islands is associated with more effective use of 
installed renewable technology capacity, as it makes 
use of otherwise wasted renewable energy at times 
when electricity demand is low. 
• Governance and good administration: impact on 
policy documents (preparation for system change), i.e. 
project contributed to establishment of HFC Roadmap 
(Sept 2016) which sets out key opportunity areas for 
next 10-15 years in UK, namely: Road Transport 
Roadmap, H2 Supply for Transport, Portable FC 
Applications, HFC Services to Energy Network, Large 
Scale Stationary, Small Scale Stationary, Non-Road 
Transport, Bulk Hydrogen Production and links with 
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CCU & CC, Liquid Fuels and Industry, Hydrogen 
Pipelines [12]. 
 
4. DISCUSSION: THE ROLE OF EU FRAMEWORK 
PROGRAMMES IN DEVELOPMENT OF INTEGRATED 
RENEWABLE ENERGY SOLUTIONS FOR ISOLATED 
TERRITORIES 
EU Framework Programmes from FP4 to H2020 
consequently support transition from traditional fossil 
fuels to RES. Newly created funding possibilities were 
used in purpose to help overcoming the barriers of 
energy production and storage, with a special focus on 
the use of hydrogen as a storage medium integrated 
with renewable energy sources such as wind, solar, 
tidal etc. To enhance coherent policy in the field of 
clean energy in the whole Europe, growing attention is 
given to isolated territories such as islands. Under FP5 
and H2020 some particular initiatives dedicated to 
energy issues of isolated territories, including islands, 
were undertaken. Various activities covered the 
research, technological development and 
demonstration programmes oriented towards tackling 
technological and non-technological barriers (e.g. 
policy regulations) for Hydrogen/FC/RES integrated 
solutions. Four of five projects described above 
received support from EU funds. These pilots 
demonstrated the feasibility of combining renewable 
energy and hydrogen in remote locations and opened 
new opportunities for the application of electrolysers 
and hydrogen fuel cells in future energy systems [9].  
Consequently, undertaken actions should contribute 
to the development of integrated RES solutions for 
isolated territories. Presented projects produced 
significant economic, environmental, social and 
scholar impacts. Expected impact is related to further 
development of hydrogen and fuel cells technologies 
and their practical application such as building 
hydrogen systems, ramping up deployment of 
hydrogen vehicles and fuel cells, gas grid conversion as 
well as increased use of hydrogen in buildings, 
transportation and industry. This should produce 
consequent economic and environmental impacts 
such as reducing GHG emissions and other 
environmental pollution, fostering the efficient use of 
resources, technological development and energy 
independence of islands and other isolated territories. 
It is worth to note that although the case studies 
shortly presented in this paper were tailor made for 
specific energy issues of particular islands, the 
developed solutions can be multiplied also in different 
locations. 

 
Figure 6: BIG HIT Building Innovative Green Hydrogen 
Systems in an Isolated Territory: a Pilot for Europe. 
2016-2020 Preparing for the system change: policy, 
innovation, demonstration and roll-out of FC/Hydrogen/RES 
integrated technologies. 
2020-2025 Practical application: building hydrogen systems, 
ramping up deployment of hydrogen vehicles and fuel cells. 
From 2025 Widespread roll out: stage gas grid conversion, 
hydrogen used in buildings, transport and industry [12]. 

 
4. CONCLUSIONS 
This paper provided the short overview of the research 
which proved that the combination of hydrogen 
storage with RES may significantly contribute to more 
stable, efficient and sustainable energy systems for 
isolated territories. Hydrogen storage can be 
successfully integrated with building and 
transportation network. Such solutions can maximize 
the value of RES, decrease fuel dependency, reduce 
emissions and allow for duplication [9]. Described case 
studies were the examples of pilot and demonstration 
facilities developed for different European islands, 
belonging to Norway, Spain, Portugal and Great Britain. 
Analyzed scenarios as well as pilots and 
demonstrations confirmed the technology readiness 
and technical feasibility for renewable energy 
generation and storage systems (including hydrogen 
production and storage) dedicated for remote islands 
and isolated territories. While all the presented pilot 
projects were successful, some detailed conclusions 
address technical problems and indicate suggestions 
for the future actions. Most of the reported issues 
were related to the low system efficiency which 
increased the operating costs and finally resulted with 
rather poor cost-effectiveness. Three projects: Utsira 
Wind Power and Hydrogen Plant, Renewable 
Electricity and Hydrogen Facilities Scheduled for 
Terceira and BIG HIT Building Innovative Green 
Hydrogen systems in an Isolated Territory: a Pilot for 
Europe, which combined wind energy with hydrogen 
production and storage, brought up the most 
promising results (although this conclusion is not final 
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for on-going BIG HIT while Terceira scenario was not 
tested in practice). Both launched projects (Utsira and 
BIG HIT) received a lot of support from local 
community and authorities, and with good 
information campaigns managed to overcome some 
general concerns about the safety of hydrogen storage. 
Technical problems observed in Utsira involved low 
durability of the fuel cell, coolant fluid leaking, voltage 
monitoring system damage during assembly and 
frequent false grid failure alarms. At the end, the wind 
energy penetration in Utsira electric grid reached only 
20%. More efficient high-performance electrolyser 
should contribute to the increased utilization of wind 
energy and improved productivity of hydrogen-
electricity conversion.  
The other two projects, dedicated for El Hierro and 
Corvo, were focused on the combination of wind 
energy and pumped hydro system. Demonstration 
facility of El Hierro Wind & Pumped Hydro System 
revealed issues with grid stability that significantly 
shortened RES operation periods with diesel plant off. 
The wind and hydro energy penetration in grid 
reached 34,6% (with hydro power contribution of 
3,9%). To overcome problems related to the 
insufficient energy storage capacity the hydrogen 
storage is considered in the future. This remark is in 
line with the general conclusion from all the projects 
that the most effective systems should include more 
than one renewable energy source. 
The analysis confirmed the importance of EU 
Framework Programmes for the development of 
presented solutions. Methodology proposed in this 
research was applied to analyse particular islands 
cases as specific examples of isolated territories. 
However, the same methodology may be applied also 
to other places, where the integration of renewable 
energy sources with hydrogen used for energy storage 
should bring about positive effects. 
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