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CHAPTER Il

RESEARCH METHODOL OGY

3.1 Introduction

This chapter presents the methodology of the cdedustudy to answer the
two questions previously stated in chapter onecovers research design, data

collection, research procedure, and data analysis.

In conducting the study, research methodology Iy essential as a guideline
to get the answer to the problem proposed in thdystAccording to Fraenkel and
Wallen (1990:481), research is the formal and syatie application of scholarship,

disciplined inquiry, and most often the scientifiethod to the study of problems.

3.2 Research design

Regarding the main aim of the study, quantitatiwthod was used because
the study needed a statistical analysis in analyime acquired data, while
experimental research design was used in the stuthst the hypothesis served. The
study used the framework of quasi-experimentalgiesince it was not feasible to
use true experimental design because of some fianitgg such as what Kerlinger
(1970, cf; Cohen and Manion, 1994) states that igaaperimental refers to a

compromised design, an apt description when appietiuch educational research
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where the random selection or random assignmesthajols and classrooms is quite

impracticable.

The study involved two classes; the first class alassen as an experimental
group which was given crossword puzzle treatmenilentihe second class was

chosen as a control group which was not given erogspuzzle treatment.

Variables

Independent variable is the major variable whichinigestigated. It is the
variable which is selected, manipulated and medsurehis study. Therefore, the
independent variable of this study is the use afssword puzzles. Meanwhile,
dependent variable is the variable which determiteesnvestigate the effect of

independent variable, which in this study is stuslevncabulary achievement.

The experimental design in the study can be ilaistt as:

Gl T1 X T2

G2 T1 T2

(Hatch and farhady, 1983: 22)
G1: Experimental group
G2: Control group
T1: Pretest

X: crossword puzze treatment
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T2: posttest

3.3 Resear ch Hypotheses

A hypothesis is formulated to show the effect ob twariables’ relationship
(Arikunto, 2006). The study proposed the null hyyesis (denoted by, and

alternative hypothesis (denoted By) which are formulated as follows:

Ho= X1= X >

Ha:-JZ 1#7 2

The null hypothesisHj) in this study is that there is no significantfeliénce
in mean adjustment level between those who usesbward puzzle and those who
did not. Whereas, the alternative hypotheHig)(is that there is significant difference
in mean adjustment level between those who usesbward puzzle and those who

did not.

Therefore, by rejecting the null hypothesis, thelgtwas able to support the

correctness of the alternative hypothesis, whicamaghat the experiment worked.

3.4 Data Collection

The data collection in the study includes poputatiad sample, and research

instrument.
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Population and Sample

Fraenkel and Wallen (1990) state that populatiothésgroup interest to the
researcher, the group to whom the researcher wieltb generalize the result of the
study. Therefore, the population of this study wiae fifth grade students of SD
Laboratorium Percontohan UPI Bandung. The populatvas selected based on the
curriculum of simple descriptive text which gives the topic in the classroom that
was reviewed by using crossword puzzle. The sindglecriptive text was simply
stated in the curriculum of fifth graders. And taection of the population site was
based on the access of the school that is locatgdei UPI, and it was a very

welcome school to conduct a study.

The selected population then was narrowed intongpka A sample is a part
of the population which will be investigated (Arikio, 2006). Two classes which had
been chosen were labeled into experimental (5A)camdrol group (5B). Each class

consisted of 24 students; therefore the total nurabstudents were 48.

Experimental group and control group were giventgsteand posttest to

measure the vocabulary knowledge. But, treatmerst ovdy given to experimental

group.

Resear ch I nstrument

In collecting the data, there were two kinds otrmsients used in the study,

namely vocabulary test and interview.
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The vocabulary test of multiple choices was usegbrigrtest and post-test.
Pre-test was used to measure students’ previousvl&dge of descriptive
vocabularies, such as adjective vocabulary andlsimpgesent vocabulary. Pre-test
and post-test consisted of 25 items. Pre-test wWasngstered before the treatment,

while post-test was held in the end of the progadi@r several treatments.

The interview was used to gain the data to invagtighe advantages and
disadvantages of crossword puzzle in teaching wdeap based on students’
perception. The aim of the interview was to gai@ tespondents’ perception toward
the use of crossword puzzle, whether it had adgastar disadvantages. In gathering
the data, the respondents were chosen from therimygdal group only. The
interview instrument included up to four items tovestigate the advantages and
disadvantages of crossword puzzle.

3.5 Resear ch Procedure

Research procedure includes organizing teachingedioe, administering

pilot-test, conducting treatment, administering-f@st post-test and interview.

3.5.1 Organizing Teaching Procedure

In conducting the study, the researcher actedt@acher and a facilitator. The
preparation of the study was implemented into tteps The first step was preparing
appropriate materials for teaching and learningg@se during the treatment, and the

second step was organizing teaching proceduresninat and experimental group.
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Crossword puzzle treatment was given to the exmsriah group related to
the teaching materials and procedures, while cbgnaup was given conventional

vocabulary teaching and procedures.

3.5.2 Administering Pilot-test

Before the study was conducted, a pilot-test wamigidtered to investigate

the validity, reliability, difficulty and discrimiation of the instrument item.

The pilot-test consisted of fifty items in the foohmultiple choice tests. The
pilot-test was given to the fifth grade studentowiere not the sample. It was given

to the students from other site of school on timeeskevel as the sample.

3.5.3 Conducting Treatment

In the process of treatment, two classes of ttie fifader were chosen and
categorized as experimental and control group. cfbesword puzzle treatment was
implemented in the experimental class, while cotiveal teaching strategy was

given to control group.

The treatment schedule was set to make the exparimm well. The
materials and themes were also set to follow theenah schedule of the school. The
lesson plans used in the study were divided into different categories, which were

one for experimental class and one for controlsclas
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Schedule of the treatments

32

Experimental group (5A)

Control group (5B)

No. Date Material/theme Date Material/them
1. January 20, Pre-test January 20, Pre-test
2009 2009
2. January 20, | Parts of body January 20| Parts of body
2009 2009
3. January 22, Physical January 22, Physical
2009 appearance 2009 appearance
4. January 27, | My classroom January 27, My classroom
2009 2009
5. January 29, My clothes January 29, My clothes
2009 2009
6. January 29, Post-test January 29, Post-test
2009 2009
7. January 29, Interview - -

2009

e
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3.5.4 Administering Pre-test and Post-test

Pre-test was administered to measure students’ ywaabulary knowledge. It
was given to both experimental and control groufterApre-test was given, several
crossword puzzle treatments were given to only élkperimental group, while
conventional treatments were given to the controupg. In the end, post-test was
held to investigate the effectiveness of the crasdwpuzzle treatment in teaching

vocabulary.

3.5.5 Interview

To investigate the advantages and disadvantagesirgd crossword puzzle in
teaching vocabulary based on students’ percepinberview was used in the study.
The study used open-ended interview to ensurethigaparticipants would speak up
on their own behalves, expressing their own peilspeeceptions. The interview
consisted of up to four questions which were caiegd into some points, such as
the advantages, the disadvantages, and how stutigadtsvith the difficulty found in

crossword puzzle.

3.6 Data Analysis

Data analysis includes scoring technique, datayaisalon pilot-test, data

analysis on pre-test post-test, and data analysikeinterview.
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3.6.1 Scoring Technique

The test used in this study was multiple choicéste&ccording to Arikunto
(2007), two types of formulas can be used to potles multiple-choice item data;
the formula with or without punishment. This studypged the formula with

punishment. The formula is stated as follows:

In which, S is score; and R is right answer.

3.6.2 Data Analysison Pilot-test

The instrument used in the study was a vocabukstywhich was aimed to
measure the students’ mastery in vocabulary. Be&mplying the instrument to
experimental and control group, the value of itBdvg and reliability was sought.
Therefore, pilot test was administered. 50 itemshaftiple choices were tested to the

students who were not the sample of the study.

Moreover, difficulty (item facility) and discrimitimn test of the instrument

were also analyzed to discriminate between thednighility test takers and the lower
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ability test takers. This test must be done totsegelevance of the test item with the

population. Below is the analysis of the instrument

Validity Test

Validity refers to the appropriateness, meaningfs$) and usefulness of the
inferences a researcher makes (Fraenkel & WallBB0) It is stated as the best
available approximation to the truth or falsity afgiven inference, proposition, or
conclusion. In short, it is the accuracy of a measient. Therefore, validity test was
measured to support any inferences that the wnigde based on the data gained

using particular instrument.

Pearson product moment correlation was used toyzmaéhe validity of each
item. The result of the pre-test was calculatech@is$PSS 17 for windows. The

criteria that determine the degree of the itemdigliare shown below:
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Table 3.2
r Coefficient Correlation (Validity)

Raw Score Interpretation
08-1.0 Very High
0.6 - 0.8 High
0.4-0.6 Moderate
02-04 Low
0.0-0.2 Very Low

(Arikunto, 2002)

Difficulty L evel

Difficulty level (item facility) was defined as th@oportion of the test takers
who answer the correct item (Fulcher, 2007; cf.i&mr2009). Difficulty level test
was used to measure whether the item is relevahttive students’ (in this case, the

test takers) ability level or not.

In addition, the difficulty level should not be t@asy or too difficult either.
Therefore, items with facility value around 0.508rev considered to be ideal, with an

acceptable range being from around 0.250 to 0.F&l@lier, 2007).
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Discrimination

The ability to discriminate is important in an apach to scoring because
getting correct answer is directly related to malpéity in question and getting wrong

answer is directly related to less ability in qi@s{Fulcher, 2007).

We are able to discriminate between higher abgitg lower ability test
takers from responses to individual. Point bisec@irelation is commonly used in
calculating the discrimination item. The test iteam be manually calculated by using

the following formula:

—_*p7*q
Fobi =—— VP4

(Fulcher, 2007)
Where:
I'obi = point biserial correlation
Xp=mean score on the test for those who answer tlieatatem
Xq=mean score on the test for those who answer intdatesn

S, = Standard deviation of test scores
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Reliability test

In a research study, reliability test also playsmaportant part in gathering the
data. According to Fraenkel and Wallen (1990) atwlity refers to the consistency of
scores or answers from one administration of attungent to another, and from one
set of items to another. A measure was considei@ble if the students’ scores on

the same test given twice were similar.

Therefore, to measure the reliability of the itemiernal consistency method
was used in the study. To facilitate internal cstesicy method, KR-21 formula was
used in this study. This formula is based on tham& samples and the number of

the items. The formula is stated as:

Where: k = the number of items in the test

X = the mean of the sample

s2 = the variance of the sample
3.6.3 Data Analysison Pre-test and Post-test

After the pre-test on control and experimental grawere held, the next step
was analyzing the output data. The output data weatyzed using independent t-test

to determine whether there is a significant diffee between the means of two
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independent samples (Fraenkel and Wallen, 1990)or8e performing the
independent t-test, the output data of the prestesuld fulfill the criteria underlying

t-test as stated in Coolidge (2000) as follows:

1. The participant must be different in each group
2. The data should have a normal distribution

3. The variance of the two groups must be homogenous

For that reason, homogeneity of variances testremchal distribution test

were performed before calculating the data usitegtformula.
Homogeneity of variance test

In analyzing the homogeneity of variances of theres, Levene’s test
formula was used in this study. Levene’s test teite hypothesis that the variances
in the groups are equal; or the difference betwesmances is zero. The test was

performed using statistic software SPSS 17 for oivel

From the SPSS data output we can see that if gmfisance value is more
than the level of significance (0.05), the null bilpesis is accepted, the variance of
control group and experimental group are homogen@usthe other hand, if the
significance value is less than the level of sigatice (0.05), the null hypothesis is

rejected, the variance of control and experimegralip are not homogenous.
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Normal distribution test

To analyze the distribution of the score, Kolmog&mirnov formula was
used in this study. Kolmogrov-Smirnov compared Hteres in the sample to a
normally distributed set of scores with the samamand standard deviation (Field,

2005). The Kolmogrov-Smirnov test was performedibing SPSS 17 for windows.

The table of the data output from the SPSS 17 ctetipn was simply
concluded as: if the test is non-significant (cafutabeled sig. > .05) it tells us that
the distribution of the sample is not significantifferent from normal distribution
(probably normal). If, however, the test is sigrait (column labeled sig. < .05) then

the distribution is significantly different from nmoal distribution (Field, 2005).

Theindependent t-test

Independent group t-test is used to analyze a taesalationship between
the independent variable (treatment) and the dependariable that is measured on

both groups (Coolidge, 2000).

Therefore, after the data had been proven as aahalistribution, the data were
calculated using independent t-test. The independmst was analyzed using SPSS
17 for windows by comparing the significance valith the level of significance to
test the hypothesis. If the significance value srenthan or equal to the level of
significance (0.05), the null hypothesis is retdinend it will be concluded that there

is no significance difference between the two med&s the other hand, if the
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significance value is less than the level of sigaifice (0.05), the null hypothesis is
rejected, and it will be concluded that the measighificantly different from the

other mean.

The dependent t-test

Dependent t-test was used to analyze the differémmt@een two groups’
means in experimental design where the particip@antth groups are related each
other in some way (Coolidge, 2000). In line withsth Hatch and Farhady (1982:
114) state that dependent t-test or matched tidessed to analyze the pretest and
posttest score and to investigate whether or retifierence of pretest and posttest

means of each group are significant.

In the study, the dependent sample test was amblygeéng SPSS 17 by
comparing the significance value with the levebkignificance to test the hypothesis.
If the significance value is more than the level sagnificance (0.05), the null
hypothesis is retained, and it will be concludeat there is no significance difference
between two means. On the other hand, if the seggmée value is less than the level
of significance (0.05), the null hypothesis is otgel, and it will be concluded that the

mean is significantly different from the other mean

The calculation of effect size

The effect size refers to the effect of the infloerof independent variable

upon the dependent variable (Coolidge, 2000: THi8. calculation of effect size was
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conducted to measure how well the treatment wdfks.instance, if the difference
between the two groups’ means is large, then tisesaid to be a large effect size; if
the difference between the two groups’ means idlsthan there is said to be a small

effect size.

In order to determine the effect size in the indelemt t-test, a correlation

coefficient of effect size can be derived as fokow

t2
t2+df

Where:

r = effect size

t = top0r t-value from the calculation of independentdtte

dfi=N;+ N, -2

To interpret the computational result, the followirscale was used as

guidance in determining the effect size on the ddpet variable.
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Table3.3
The effect size scale
Effect size r value
Small 0.100
Medium 0.243
Large 0.371

(adapted from Coolidge, 2000)

1.6.4 Data Analysison theInterview

In analyzing the data of the interview, the answefrshe students on the
interview were transcribed. The answers were thaegorized into three major
findings which were related to the advantages,disadvantages, and how students
deal with the difficulty found in the crossword @il Then, the three major points
were also elaborated based on students’ answéhg afterview.

In the end, interpreting the data to reveal thentgoiwhich have been
categorized. The findings of students’ answersheninterview were calculated and

depicted in the charts.



